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Abstract
We present an encoder-decored based model for normalization of Arabic dialects using both BERT and
GPT-2 based models. Arabic is a language of many dialects that not only differ from the Modern Standard
Arabic (MSA) in terms of pronunciation but also in terms of morphology, grammar and lexical choice.
This diversity can be troublesome even to a native Arabic speaker let alone a computer. Several NLP
tools work well for MSA and in some of the main dialects but fail to cover Arabic language as a whole.
Based on our manual evaluation, our model normalizes sentences entirely correctly 46% of the time and
almost correctly 26% of the time.
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I INTRODUCTION

Arabic, with its over 20 distinct dialects1 spoken across North Africa and the Middle East, has
a need for efficient NLP methods to tackle such a dialectal diversity within the language. Cur-
rently, even native speakers may face difficulties in understanding other varieties of Arabic due
to significant linguistic differences such as vocabulary usage, grammar structure, pronunciation,
and accent variation (see Benmamoun 2000). This is an even bigger problem for computational
methods that mainly work on Modern Standard Arabic (MSA) and a handful of larger Arabic
dialects (see Shoufan and Alameri 2015). Normalizing text written in an Arabic dialect makes
it possible to employ existing NLP tools on dialectal text.

However, developing effective NLP tools for Arabic dialects poses several challenges. One
major challenge is the lack of standardized orthographic representation for dialectal Arabic
(see Eryani et al. 2020). Unlike MSA, which has a well-defined orthography, dialectal Arabic
varieties consist of primarily spoken language that lacks consistent writing conventions. This
means more diversity in the orthography which further makes the task more challenging for
computational approaches.

Furthermore, the high level of dialectal diversity across different regions (see Horesh and Cotter
2016) adds another layer of complexity. Each Arabic dialect has its distinctive vocabulary, id-
ioms and syntactic patterns, which makes it difficult to build comprehensive linguistic resources
and models that can handle the entire spectrum of dialectal variation. Another challenge stems

1See https://iso639-3.sil.org/code/ara
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Table 1: Example sentences from the MADAR parallel corpus, along with some of their dialectal varia-
tions

from the scarcity of labeled dialectal data for training NLP models (see Shoufan and Alameri
2015). While there are a lot of resources for Modern Standard Arabic, dialectal Arabic has a
comparatively limited amount of resources, except for Levantine and Egyptian Arabic. Col-
lecting and annotating dialectal text data is time consuming and labor intensive, and it requires
contribution from native speakers with expertise in each specific dialect.

II RELATED WORK

Historical and dialectal text normalization has received quite a bit of research in the past. The
commonly used methods in the recent past rely on statistical and neural machine translation on
a character level. Recently, there have been some normalization attempts by using pre-trained
Transformer based models. In this section, we will go through some of the recent approaches.

A relatively recent study conducted by Bollmann [2019] categorizes the current approaches into
five groups when it comes to text normalization methods. These groups include substitution
lists, such as VARD [Rayson et al., 2005] and Norma [Bollmann, 2012], rule-based methods
proposed by Baron and Rayson [2008] and Porta et al. [2013], edit distance-based approaches
[Hauser and Schulz, 2007, Amoia and Martinez, 2013], statistical methods, and the most recent
addition of neural methods.

In the past, statistical methods gained significant attention, particularly in the form of various
statistical machine translation (SMT) based approaches. These methods typically combine the
normalization process with a standard translation process by training a character-level SMT
model. They have been applied to normalize historical texts [Pettersson et al., 2013, Hämäläinen
et al., 2018] as well as contemporary dialect normalization [Samardzic et al., 2015].

In recent times, there has been a growing trend of utilizing neural machine translation (NMT) for
normalization methods, similar to the previous approaches based on statistical machine transla-
tion (SMT) at the character level. This is primarily due to the significantly improved capability
of NMT in addressing the task. Bollmann and Søgaard [2016] employed a bidirectional long
short-term memory (bi-LSTM) deep neural network to normalize historical German at the char-
acter level. They also investigated the effectiveness of incorporating additional auxiliary data
during the training phase, known as multi-task learning. According to their comparative eval-
uations, the normalizations achieved using the neural network approach outperformed those
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achieved using conditional random fields (CRF) and Norma. Furthermore, models trained with
the auxiliary data demonstrated the highest accuracy levels.

Previously, character-level NMT approaches have been applied in a similar fashion into nor-
malizing contemporary Finnish [Partanen et al., 2019], historical Finnish [Hämäläinen et al.,
2021] and Finnish Swedish dialects [Hämäläinen et al., 2020]. Furthermore, character-level
NMT approaches have been shown to work in OCR post-correction tasks as well [Duong et al.,
2021].

However, as Arabic dialects can differ from MSA in grammar and vocabulary to a higher degree
than the European languages the character-level models have been used for, we believe that it
is better to look into more robust methods that can take more context into consideration than
just character sequences. Previously, BERT has been used to normalize Estonian dialects with
moderate success [Hämäläinen et al., 2022b]. In a similar fashion, Bucur et al. [2021] fine-tune
mBART model to conduct dialect normalization.

The methods described above rely on supervised machine learning. In other words, such models
require pairs of standard and non-standard sentences. Unsupervised methods, however, are not
quite as popular as their supervised counterparts, but there is some research in that vein as well.
Costa Bertaglia and Volpe Nunes [2016] have used word embeddings to normalize Brazilian
Portuguese, Rangarajan Sridhar [2015] have learned both word and phrase level embeddings
to normalize English and Zalmout et al. [2019] normalize English neologisms based on word
embeddings and lexical, semantic and phonetic similarity.

III DATA

We use the MADAR parallel corpus of Arabic dialects [Bouamor et al., 2018]. The corpus
consists of dialects of 25 Arabic city in the travel domain, and it was built by taking English
samples from the Basic Traveling Expression Corpus (BTEC) [Takezawa et al., 2007] and ask-
ing native speakers to translate them into their own dialect. The authors opted for this approach
to reduce bias towards Modern Standard Arabic. Table 1 shows example sentences from the
MADAR corpus.

We find, however, that the choice of using English instead of Modern Standard Arabic as the
translation source is not ideal for training a normalization model due to the numerous ways of
expressing the same message in different dialects, which introduces diversity in expression that
confuses the model. For instance, the MSA sentence ? ú
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my travel bag?) in Jordanian dialect, in the corpus.

This is problematic as the model will need to learn to both normalize and paraphrase at the
same time which makes the task more difficult. There are several examples in the corpus where
the MSA normalization does not express the exact same thing as its dialectal counterparts, but
rather something similar.

IV ARABIC DIALECT NORMALIZATION

This section outlines our approach to normalizing dialectal Arabic sentences. Our approach uti-
lizes an encoder-decoder architecture, with the encoder being a BERT model and the decoder
being a GPT-2 model. Instead of training these models from the beginning, we employ pre-
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Dialectal sentence Model prediction Gold standard Is correct?
?
�
èñê

�
¯ ú




	
¯ ½K
@P

�
�@ð ?

�
èñê

�
®Ë@

	
�ªK. ZA�

�
�k@ ú




	
¯ ½K



@P AÓ ?

�
èñê

�
®Ë@

	
�ªK. ú




	
¯ ½K



@P AÓ yes

Yg@ñK.
	
àA
�
J�

	
®ËAë ÈYJ.

�
K

�
IjÖÞ� @

	
X @

h. Q

	
k

?
�
èQÖ

	
ß Q�.»


@ �AJ


�
¯

	
àA
�
J�

	
®Ë @ @

	
Yë Q�


	
ª
�
K

	
à

@ 	áºÖß
 Éë

? Q
	
ª�


@ Q

	
k
�
AK.

�
�A�Ë@ ú



ÍA«

	
àA
�
J�

	
®Ë @ @

	
Yë

�
IËYK. Cë

? ©�ð

@ �A

�
®Ó 	áÓ Q

	
k
�
AK.

almost

. ú


ÍAK
X ñJ
�A

	
Q̄K


	QK
P ú


Í ÈYJ.

	
K

�
IJ


	
ªK. . ø



	Qm.
k Q�


	
«

@
	
à

@ Xð


@ . ú




�
G @ 	Pñm.

k Q�

	
«

@
	
à

@ YK
P


@ yes

, ¼XBðB H. @Qå
�
�Ë @ @

	
Yë ù



¢
	
� @ @Z Ag. P

. ú


æ
.
k. ð É¿ YªK. , Ym

�'

ð �AJ


�
®Ó

P@Y
�
®Ó

	
à@

.Q

	
k

@ AK. ðQå

�
�Ó ú




	
æ¢«


@ , ½Ê

	
�
	
¯ 	áÓ

. ½Ê
	
�
	
¯ 	áÓ ,

�
é
	
®J

	
®
	
mÌ'@

�
HAJ.k. ñÊË Ðñ�QË@

@
	
Yë ½Ê

	
®£ ¡«


@ ½Ê

	
�
	
¯ 	áÓ

�
é«Qk. , H. @Qå

�
�Ë @ Z @ðYË@

.
�
éJ.k. ð É¿ YªK.

�
èYg@ð

no

?
�
éJ
kAJ.�

�
éËñk. ú



æ
�
� ú




	
¯ ? Qê

	
¢Ë@ YªK.

�
éËñk. ¼A

	
Jë Éë ?

�
éJ
kAJ.�

�
éËñk.

�
éK



@ Yg. ñ

�
K Éë almost

. Qk ø


PA¾ËAë .

�
éêº

	
JË @

�
éÖß
Y«

�
éªm.

Ì'@ è
	
Yë . PAg ø



PA¾Ë@ @

	
Yë no

?
	

¬ñ
�
�
�
� I. m

�
�
' 	
àñº

�
� ? é

�
JK


ðP Xñ

�
K ø




	
YË@ 	áÓ ? è@Q

�
K

	
à

@ YK
Q

�
K ø




	
YË@ 	áÓ yes

Table 2: Examples of the model output and our manual error analysis

trained language models and adapt them for the task of dialect normalization through transfer
learning. We selected a BERT-based model as the encoder due to its great capability of cap-
turing contextual meaning. On the other hand, GPT-2 is widely recognized for its language
generation abilities, making it an ideal choice as a decoder for generating text.

First we have to pick the suitable pretrained models. As we use Transformers library [Wolf et al.,
2020], we select our models from their repository. The current state-of-the-art dialectal BERT
model for Arabic is AraBERTv0.2 [Antoun et al., 2020] which is based on the BERT [Devlin
et al., 2019]. We use the base model that is also trained on Tweets in Arabic, as conversations
in social media platforms tend to be dialectal.

As for the selection of the GPT-2 model, we use AraGPT2 [Antoun et al., 2021] which is trained
on the OSCAR [Abadji et al., 2022], OSIAN [Zeroual et al., 2019] and 1.5 billion words Arabic
[El-Khair, 2016] corpora among others. This means that the model has a wide coverage over
different genres, dialects and levels of formality.

We combine the two models into an encoder-decoder architecture similarly to the work de-
scribed in Hämäläinen et al. [2022a]. To ensure proper configuration of the new model and a
correct mapping between the encoder and decoder, we defined the mapping of special charac-
ters such as beginning of sentence, padding, unknown and end of sentence tokens. Furthermore,
we apply pre- and post-processing steps to the new architecture similar to the ones followed in
the base BERT and GPT-2 models, respectively.

We grouped the sentences in the training data by ID so that MSA sentences along with their
dialectal variants are in the same group. Then, we split the groups into three parts with portions
of 80%, 10%, 10% for training, validation and testing, in the mentioned order. This way, the
model is validated and tested using sentences that the model was never exposed to during the
training phase. We train the model for three epochs, use a batch size of 4 and validate the model
with generation length penalty of 2, repetition penalty of 3 and 4 beams.

V RESULTS AND EVALUATION

For the automatic evaluation, we calculated the word error rate (WER) between the MSA variant
and the generated normalization by the model. The average WER across all dialects is 83.80,
which is a high error rate.

On a closer inspection of the results, we found that many of the normalization results of our
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model were actually correct but different to how they were normalized in the gold standard.
For this reason, we sampled 100 sentences from the test data and did error analysis manually.
Examples of the dialectal sentences, the output of our model and the gold standard together
with our manual annotation can be seen in Table 2.

Figure 1: Results of the manual evaluation, where the labels are yes for a correct normalization, almost
for normalizations with a single semantic mistake, no for a wrong normalization

Figure 1 shows the results of our manual analysis. Our model works better than what the auto-
matic evaluation initially shows. Many times our model indeed normalizes sentences correctly.
We found that the gold standard often does not have an exact word to word normalization but
rather conveys the same idea using a different wording and structure, whereas our normalization
model tends to perform a word-to-word normalization.

In terms of errors, a very common source of errors was numbers. Our model normalizes some-
times numbers incorrectly to wrong numbers. Another type of error was normalization to se-
mantically similar, yet wrong, words such as �

éK
ñk.
�
HCgP (airplane trip) instead of PA¢�¯ (train),

�
éJ
kAJ.� (morning) instead of ÉÓA¿ ÐñK
 (full day), ú



k
.
ø


X (dj) instead of ñº��
X (disco) and so

on. These cases where the model makes one small error in otherwise correct sentence are
marked as almost in Figure 1.

VI DISCUSSION AND CONCLUSIONS

In this paper, we have presented our approach on normalizing dialectal Arabic into Modern
Standard Arabic using BERT and GPT-2. Our method resulted in low performance on the gold
standard data, but after conducting a thorough manual inspection, we uncovered that our model
works relatively well. The most problematic cases are numbers and semantically similar words.

After inspecting the shortcomings of the initial corpus, we can conclude that the similar word
error is an artifact that is a result of the annotation practices of the corpus. The corpus has
several instances of sentences that are not complete translations which makes the model also
predict normalizations that are not completely identical to the content of the dialectal sentence.

We foresee that the number problem can be solved by introducing more numbers in the training
data. This could be done by first training dialect specific dialectalization models that are trained
to convert Modern Standard Arabic into different dialects. We could pass MSA sentences that
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have numbers through these dialectalization models and generate this way parallel dialect-MSA
sentences that contain numbers and use these to retrain the normalization model.

VII LIMITATIONS

The model has severe issues with numbers so it should not be used in any contexts where
numbers are of a great importance. Furthermore, the model works rather well, but it still makes
mistakes with similar words. This means that at the current state, the model is well suited to be
used as an auxiliary tool for manual normalization, where a person fixes the mistakes the model
makes.

The model itself is not computationally heavy, and we trained it overnight on a desktop com-
puter running an RTX3090 GPU. This means that the model can be trained at home without
using an HPC. The model has been trained on an openly available dataset and language models,
which means that our results are replicable.
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