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Abstract
This study stems from the Desenrollando el cordel (Untangling the cordel) project, which focuses on 19th-century Spanish prints editing. It evaluates the impact of image enhancement methods on the automatic transcription of low-quality documents, both in terms of printing and digitisation. We compare different methods (binarisation, deblur) and present the results obtained during the training of models with the Kraken tool. We demonstrate that binarisation methods give better results than the other, and that the combination of several techniques did not significantly improve the transcription prediction. This study shows the significance of using image enhancement methods with Kraken. It paves the way for further experiments with larger and more varied corpora to help future projects design their automatic transcription workflow.
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I INTRODUCTION
The library of the University of Geneva holds a collection of almost 1’000 Spanish chapbooks, printed during the 19th century by several printers across Spain. Chapbooks, also known as pliegos de cordel, consist of a few pages (4 to 8) and are in quarto format. They recount real or fictitious events, share songs and poems, or prayers and other religious writings (Figure 1). The Geneva collection is the object of the Untangling the cordel project [Leblanc and Carta, 2021], which aims at studying and promoting these documents through a digital library. As one of the main objectives of the project is to analyse the chapbooks’ content, automatic transcription represents a significant step in our editorial workflow to publish diplomatic digital editions using the XML-TEI standard. After testing several tools, including ABBYY FineReader and Transkribus [Kahle et al., 2017], we chose Kraken and its graphic interface eScriptorium1 [Kiessling et al., 2019].

1At the beginning of the project, we carried out our automatic transcription experiments with ABBYY FineReader and Transkribus. These tools allowed us to create our Ground Truth (GT) and transcribe a part of our collection. However, after one year, the University of Geneva developed an automatic transcription platform called FoNDUE (cf. https://www.canal-u.tv/chaines/enc/21-fondue-a-lightweight-htr-infrastructure-for-geneva), based on the Kraken/eScriptorium tools. We became beta-testers of this new platform, which explains the use of different tools during our project. All the experiments we describe in this paper were performed exclusively with Kraken.
Several challenges arose during our initial experiments with this tool. First, the page segmentation phase is faced with the complex layout of the document. Chapbooks’ pages can display up to three columns. There can be variation in the layout of the pages even within the same chapbook.

Then, during transcription, the variety of employed fonts used poses a challenge for *Kraken*, especially in the title sections where most of the errors, produced by our model, cluster. Regarding the core text, the quality of the print media (paper and ink) complicates character recognition. Indeed, Spanish chapbooks – also known as cheap prints – were printed in mass on poor-quality paper. This often results in bleed-through, which blends the text on the recto with that of the verso (Figure 2).

In our case, the quality of the digital facsimiles adds another layer of difficulty. Indeed, before the project began, several digitisation campaigns were carried out with various scanners, and by different staff members of the library and the Spanish Unit of the university. Therefore, the resulting digitised corpus is heterogeneous. While some chapbooks (33% of the corpus) are in TIFF with a resolution of 300 dpi, most of the corpus (67%) is in PDF format with a relatively low resolution (72 dpi). For dissemination, these PDF documents were converted into JPG, which resulted in a further deterioration in quality. The resulting images are indeed heavily pixelated, which adds noise to the recognition of the characters by our model (Figure 2).

In this paper, we focus on one of the problems mentioned above: the low quality of our data, both in terms of printing and digitisation. We propose a comparison of different image enhancement methods to address it, namely binarization and deblurring, and describe their impact on the accuracy of our transcription model.

After presenting related works, the third part explains our workflow and the image enhancement methods we included in our study. The fourth section presents the effectiveness of each method tested to improve our model, and the method we chose for our data. Finally, we discuss the
replicability of this experiment with other types of documents. We also address the possibilities offered by image enhancement methods to improve the results of models trained with Kraken.

II RELATED WORKS

With the advent of deep learning technologies, image enhancement is widely used to improve the effectiveness of many image processing tasks, such as segmentation, face detection or optical character recognition. In a recent survey about image enhancement methods [Anvari and Athitsos, 2022], the authors distinguish six different tasks to improve the quality of an image, depending on the type of damage: binarization, deblurring, denoise, defading, watermark removal and shadow removal. For instance, binarization and denoising are preferred for document damage (wrinkles, stains, bleed-through); defading and deblurring are mostly used to improve the quality of a digitisation and its exposure.

From our analysis of the scientific literature, binarization appears as the main approach projects adopt to improve their damaged images of printed or handwritten historical texts prior to the automatic transcription. Early binarization approaches can be categorised into global and local thresholding methods. Global methods, amongst which the Otsu method [Otsu, 1979] is the most well-known, apply a single threshold to the entire image. These methods are effective for documents with a high contrast between the foreground and the background. However, they perform poorly with complex and uneven backgrounds [Boiangiu et al., 2011, Gupta et al., 2007]. Local methods, such as Niblack [Niblack, 1986] or Sauvola [Sauvola and Pietikäinen, 2000], determine a threshold at a pixel level, by taking into consideration the color of the surrounding pixels within a specific window, so that local variations in an image can be better taken into account [Boiangiu et al., 2011]. A comparison of these different solutions for the improvement of ATR predictions with ABBYY FineReader can be found in Gupta, Jacobson, and Garcia [Gupta et al., 2007]. They found that the Otsu algorithm gave the best results for automatic transcription of English newspapers, digitised at low-resolution and pixelated.

Recently, several studies have proposed to improve these methods, especially for handwritten documents. Boiangiu et al. propose to modify the Niblack method by dynamically defining the window used to determine the threshold, instead of using a predefined value [Boiangiu et al., 2011]. They conclude that this method better harmonises the binarization of images with irregular brightness repartition. Ntirogiannis, Gatos and Pratikakis propose a combination of global and local binarization. This method proves to be efficient in detecting faint characters and removing bleed-through from highly damaged handwritten documents [Ntirogiannis et al., 2014]. Adaptive binarization was also chosen by the developers of Kraken. Indeed, binarization is one of the available pre-processing options when a training is launched. This method dynamically calculates the difference between the highest and lowest thresholds for different regions of an image. As for deblurring – which in our case seems to be a relevant approach to improve our pixelated digitisations –, most studies are related to object or face detection. Usually, for this type of task, methods rely on blind deconvolution methods. However, several works showed that convolutional neural networks (CNN) are better at deblurring text images [Hradiš et al., 2015, Gangeh et al., 2019]. Other approaches suggest Generative Antagonistic Network (GAN) methods to deal with a heterogeneous corpus composed of faces pictures and text images to reconstruct high-resolution images from low-resolution ones [Xu et al., 2017].

---

2To our knowledge, no documentation or evaluation has been published about the method chosen by the developers of Kraken. These assumptions are based on the code available on the project’s GitHub: https://github.com/mittagessen/kraken/blob/master/kraken/binarization.py
However, as pointed out by Anvari and Athitsos [Anvari and Athitsos, 2022], while image enhancement methods prove their effectiveness in improving text images, few papers give details about their impact on the accuracy of automatic transcription models. We can mention some experiments with ABBYY FineReader and Tesseract in [Gupta et al., 2007, Hradiš et al., 2015, Gangeh et al., 2019, Souibgui et al., 2021]. In [Boiangiu et al., 2011] and [Ntirogiannis et al., 2014], the authors propose an evaluation with their own ATR systems. Furthermore, these works focus their attention on only one method to improve the images of their historical documents.

Therefore, in this paper, we study the benefit of different image enhancement techniques on the predictions of our model for Spanish printed documents. To achieve this, we use Kraken, an experiment that, to our knowledge, has never been carried out with this specific tool. It leads us to compare the native binarization method of Kraken, primarily thought for handwritten documents, with other solutions.

III METHOD

To evaluate the impact of image enhancement on the effectiveness of our automatic transcription models, we conducted a series of tests comparing different binarization approaches, listed below. The Ground Truth (GT) consists of 198 pages transcribed with ABBYY FineReader, and then manually corrected. This corpus was divided into three subsets\(^3\). Each set is used in a different phase:

- The first set, 80% of GT, is used by Kraken to train the model;
- The second set, 10% of the corpus, is used by the tool to evaluate each iteration during training (validation set);
- The last set, 10% of the corpus, is used to evaluate the results of the model on documents it has never encountered (test set).

Each time we pre-processed the data using a notebook\(^4\) for the entire corpus: we chose this method because it was easy to implement and allowed the use of open-source Python libraries – OpenCV and Scikit-image – where a pre-processing collection is available. Our experiment is based on the work of Gupta, Jacobson and Garcia on automatic transcription of English newspapers, which resemble our corpus in terms of layout and image quality [Gupta et al., 2007].

To choose the best binarization method for our Spanish chapbooks, we reproduce a part of their work by comparing different solutions. We did not use exactly the same methods but adapted their experiment to our skills and time constraints. Thus, we chose methods that were easy and fast to implement, namely the thresholding binarization of OpenCV, Otsu, Niblack, Sauvola and the native binarization of Kraken. We also tested two types of Gamma correction: one to lighten the image (Gamma 1) and the other to darken it (Gamma 2) to experiment with contrasts.

We also tried a deblur technique, which follows the state of the art of Zahra Anvari and Vasilis Athitsos, that focuses, in part, on historical documents that, like those in our corpus, are degraded and damaged [Anvari and Athitsos, 2022].

---

\(^3\)The details of the three sets are available on our GitHub repository: https://github.com/DesenrollandoElCordel/FoNDUE-Spanish-chapbooks-Dataset/tree/main/Groundtruth/Split.

Each automatic transcription model trained in this test phase was run according to basic training; the command used is: Ketos train -f alto -t train.txt -e val.txt -d cuda data/*.xml. For each performed pre-processing, a training was followed by an evaluation test with the set prepared for this purpose. The same XML-ALTO files were used for each test; only the images changed depending on the type of pre-processing.

In a second phase, we conducted a series of tests to evaluate the effectiveness of different image enhancement methods when combined, using the pre-processes that had produced the best results in the first phase.

IV RESULTS

The results of the models trained in the first test phase (i.e. the models created with the images having undergone only one pre-processing) are shown in figure 3. The results are given for the accuracy per character on the training tests (validation test) and the evaluation tests.

![Figure 3: Models with single pre-processed images](image-url)

The detailed results (Figure 4) show that the models trained with the binarized images successfully recognise commas and dots. However, some errors remain, such as confusion between $i$ and $i'$ and problems in recognising certain characters such as $a$. To measure the efficiency of...
the models, we compared their ability to transcribe a few lines of text on the most complex documents (in this case, a chapbook with poor scan quality, block artefacts specific to the JPG format and smudges during printing).

The results shown in Table 1 confirm those obtained previously. The thresholding and Niblack models perform better but still have difficulty transcribing the letter \( a \). Both make the mistake with \( una \) which is transcribed as \( uns \). The model without pre-processing and the one with the Otsu method make more errors, especially on punctuation.

It is worth noting that none of the models manages to transcribe the tilde \( n \) (\( \tilde{m}u\tilde{n}e\co \)) correctly. Therefore, despite the similarity of our documents to those of Gupta, Jacobson and Garcia,

<table>
<thead>
<tr>
<th>Without enhancement</th>
<th>Otsu</th>
<th>Thresholding</th>
</tr>
</thead>
<tbody>
<tr>
<td>También le compré un ( \tilde{m}u\tilde{n}e\co ) de una manera tan rara que tirandole de un ( \tilde{j}ilo ) jasia dos mil ( \tilde{m}u\tilde{n}az).</td>
<td>Tamfién le compré ( u\tilde{a} ) muñ( \tilde{e} )ro, de ( u\tilde{n}s ) manera tan rara que tirandole de un ( \tilde{j}ilo ) jasia dos mil ( \tilde{m}u\tilde{n}az).</td>
<td>Tambien le compré un ( \mu\tilde{u}\tilde{e})zo de ( u\tilde{n}s ) manera tan rara que tirandole de un ( \tilde{j}ilo ) jasia dos mil ( \mu\tilde{n}az).</td>
</tr>
<tr>
<td>Otsu</td>
<td></td>
<td></td>
</tr>
<tr>
<td>También le compré un ( \tilde{m}u\tilde{n}e\co ) de una manera tan rara que tirandole de un ( \tilde{j}ilo ) jasia dos mil ( \tilde{m}u\tilde{n}az).</td>
<td>Tamfién le compré un ( \mu\tilde{e})zo de ( u\tilde{n}s ) manera tan rara que tirandole de un ( \tilde{j}ilo ) jasia dos mil ( \mu\tilde{n}az).</td>
<td></td>
</tr>
<tr>
<td>Otsu</td>
<td></td>
<td></td>
</tr>
<tr>
<td>También le compré un ( \tilde{m}u\tilde{n}e\co ) de una manera tan rara que tirandole de un ( \tilde{j}ilo ) jasia dos mil ( \tilde{m}u\tilde{n}az).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Transcription of complex lines. Ground truth: Tambiem le compré un \( \tilde{m}u\tilde{n}e\co \) / de una manera tan rara / que tirandole de un \( \tilde{j}ilo \) / jasia dos mil \( \mu\tilde{n}az\). Insertions are coloured in blue, substitutions in green and deletions in red.
which suggests that the Otsu method would also be most efficient for us, we do not get the same results. In our case the Niblack method seems to be the most appropriate.

A second series of tests was performed by combining binarization with another image enhancement method. We did not launch any automatic transcription model training if the image obtained was clearly unusable for the tool; this is the case, for example, when combining a deblurring method (sharpening kernel) with the Thresholding binarization (Figure 5).

![Figure 5: Example of unusable pre-processing (combination of techniques: Sharpening and Thresholding binarization)](image)

Four other models were trained with double pre-processed images. The results obtained are shown in 6, with the accuracy per character in percent.

<table>
<thead>
<tr>
<th>Method</th>
<th>Evaluation test</th>
<th>Validation test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma 2 + Niblack</td>
<td>94.05%</td>
<td>96.06%</td>
</tr>
<tr>
<td>Gamma 2 + Sauvola</td>
<td>94.05%</td>
<td>95.98%</td>
</tr>
<tr>
<td>Gamma 2 + Otsu</td>
<td>93.44%</td>
<td>95.53%</td>
</tr>
<tr>
<td>Deblur + Niblack</td>
<td>94.05%</td>
<td>96.02%</td>
</tr>
</tbody>
</table>

Contrary to our initial hypothesis, the multiple-image pre-processing method did not improve the results obtained in the first phase. However, the accuracy of the trained models remains higher than that of the model trained on images without pre-processing.

These different tests show the importance and influence of image pre-processing methods on automatic transcription predictions. Ultimately, the best method for improving our results, and the method applied to the rest of the images in our corpus, is the Niblack binarization. This model is interesting in that it performs better in the recognition of Latin characters than the thresholding binarization.
V CONCLUSIONS AND FUTURE WORKS

In this paper, we have focused on the impact of image enhancement to improve the performance of ATR models. However, other methods can also improve the models, such as increasing the training data or changing the ATR architecture [Chagué, 2021]. Thanks to the various experiments carried out, we have shown that the use of image enhancement methods can significantly improve the predictions of a model trained with Kraken. This empirical approach was carried out on a corpus of printed documents, with low resolution, bleed-through and JPG block artefacts.

By reproducing some of the experiments of Gupta, Jacobson, and Garcia, we found that the best pre-processing for our corpus was not Otsu binarization, but Niblack binarization. The choice and efficiency of image pre-processing in transcription depend largely on the specifics of the corpus and the quality of its digitisation. A similar experiment was carried out in another project, and the results obtained were very different: this experience made with a manuscript\(^7\), that was digitised at high resolution. The results showed that image enhancement methods did not improve the prediction of the models\(^8\).

These results pave the way for further experiments and research. Indeed, it would be useful to reproduce these experiments on a large scale to define recommendations on the best image enhancement methods to use with Kraken and other user-friendly automatic transcription tools, depending on the nature of texts and the quality of the images.

Finally, we used traditional and well-known methods for our binarization experiments. However, new approaches using Deep Learning architectures (CNN [Akbari et al., 2020] or GAN [Khamekhem Jemni et al., 2022]) are currently being tested. They are still in their infancy, but it would be interesting to include them in future work to analyse their impact on the accuracy of a model trained with Kraken compared to threshold and adaptive methods.
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\(^7\)This experiment has been done in the context of the digital edition project of a Latin manuscript of the Bern Burgerbibliothek [Sardi, 1561]. This document from the 16\(^\text{th}\) century was digitised in TIFF format (400 dpi).

\(^8\)The results of these tests are available in detail in [Jacsont, 2022]
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