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Abstract
In the few works that have used NLP to study literary quality, sentiment and emotion analysis have often
been considered valuable sources of information. At the same time, the idea that the nature and polarity
of the sentiments expressed by a novel might have something to do with its perceived quality seems
limited at best. In this paper, we argue that the fractality of narratives, specifically the longterm memory
of their sentiment arcs, rather than their simple shape or average valence, might play an important role in
the perception of literary quality by a human audience. In particular, we argue that such measure can help
distinguish Nobel-winning authors from control groups in a recent corpus of English language novels.
To test this hypothesis, we present the results from two studies: (i) a probability distribution test, where
we compute the probability of seeing a title from a Nobel laureate at different levels of arc fractality; (ii)
a classification test, where we use several machine learning algorithms to measure the predictive power
of both sentiment arcs and their fractality measure. Lastly, we perform another experiment to examine
whether arc fractality may be used to distinguish more or less popular works within the Nobel canon
itself, looking at the probability of higher GoodReads’ ratings at different levels of arc fractality. Our
findings seem to indicate that despite the competitive and complex nature of the task, the populations
of Nobel and non-Nobel laureates seem to behave differently and can to some extent be told apart by a
classifier. Moreover, the probability of Nobel titles having better ratings appears higher at different levels
of arc fractality.
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I INTRODUCTION
The question of what defines perceptions of literary quality is probably as old as narrative itself.
However, the ability to process and analyze large quantities of literary texts and to perform com-
plex statistical experiments on them (Moretti [2013]) has recently made new ways of studying
this question possible, opening up also for a renewed debate. Moreover, the concept of literary
quality is controversial in literary studies, where it seems that distrust of the very idea of liter-
ary quality has become a default inclination. Words like “classic” and “canon” are perceived
as markers of a passé attitude (Guillory [1995]), especially when canons are thought to repre-
sent nothing but entrenched interests (von Hallberg [1983]). The centrality of discussions of
social capital, representativity and exclusion in the canon-debate has contributed to marginal-
izing the question of literary quality (van Peer [2008]). Nevertheless, literary cultures continue
to uphold and establish various “canons” in practice, through, for example, reading groups,
school anthologies, ‘classics’ series, and literary awards; and the resilience of canonical works

Journal of Data Mining and Digital Humanities
ISSN 2416-5999, an open-access journal

1 http://jdmdh.episciences.org

http://jdmdh.episciences.org


through time suggests that there certain features or characteristics continuously appreciated by
readers. Excessively contextual views do not explain either reasons for canonization, nor why
some works remain highly acclaimed across languages, cultures, and time. While achieving a
comprehensive understanding of literary quality or establishing a singular metric for canonic-
ity or literary prestige may remain elusive, there is inherent value in exploring the explanatory
potential of some well-described textual features, that may be integrated into more complex
models of perceived literary quality. In this paper, we examine how the persistence of dynamic
sentiment arcs, as measured by the Hurst exponent, can provide above chance-level classifica-
tion of works by Nobel and non-Nobel laureates. It is particularly important that the measure
should be able to rule out the chance of finding a work by a Nobel laureate outside of a lim-
ited range in the Hurst exponent. We designed two experiments to examine the difference in
Hurst exponent between Nobel and non-Nobel titles, looking firstly at the distribution of Hurst
values between the groups, and the probability of finding a Nobel title within certain intervals
of Hurst score. Secondly, we examine the pontential of models trained on the Hurst score of
texts for classifying Nobel and non-Nobel titles in our corpus. In a third experiment, we further
examined the Nobel canon in terms of GoodReads’ ratings, using them as an alternative proxy
for literary appreciation to test the potential of the Hurst exponent for distinguishing marginally
more popular novels within the Nobel canon itself.

II RELATED WORKS

2.1 Sentiment Arcs of Narratives
Various studies have leveraged computational methods to try and predict “literary quality”,
reader appreciation or success, looking at both text-extrinsic features such as the visibility of
an author, what publishing house publishes the book, or the gender of the author (Wang et al.
[2019], Lassen et al. [2022]), as well as text-intrinsic features. Especially text-intrinsic features
continue to pose a challenge and are explored variously because of the great range of textual
features that can be possibly considered. Moreover, the perceived quality of a literary work is
arguably the result of the interplay of many elements at different levels of literary texts (style,
plot, topics), where some are virtually impossible to study by computational methods (e.g.
metaphors or images). Predominantly, studies that seek to predict a kind of “literary quality”
from textual features have relied on a set of classical stylistic features, such as sentence-length
(Koolen et al. [2020], Maharjan et al. [2017]), percentages of word classes (Koolen et al. [2020])
or n-gram frequencies of texts (van Cranenburgh and Koolen [2020]). Methods focusing on
series’ dynamics have also been applied to such stylistic features: Mohseni et al. [2021], for
example, conducted fractal analysis on classical stylistic features, showcasing the potential of
this method for telling between canonical and non-canonical literary texts, which appear to
exhibit different dynamics at the stylometric level.

More recent work has tested the potential of alternative features of the text or narrative, accessed
through sentiment analysis (Alm [2008], Jain et al. [2017]). Sentence- or paragraph-level sen-
timent analysis of a literary text provides a simple and intuitive representation of a narrative’s
shape, and is applied as a proxy for meaningful aspects of the reading experience (Drobot
[2013], Cambria et al. [2017], Kim and Klinger [2018], Brooke et al. [2015], Jockers [2017]).
The resulting representation is referred to as a sentiment arc and has been used in a range of
studies that model and evaluate narratives in terms of literary genre (Kim et al. [2017]), plot
archetypes and their archetypes dynamics (Reagan et al. [2016]), and lastly, reader preferences
and perceived quality (Bizzoni et al. [2022]). In his seminal work, Matthew (Jockers [2017])
paved the way for using rule-based sentiment analysis to extract story arcs. While Jockers’ work
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was criticized on a number of key points (annieswafford [2015]), it empowered literary scholars
and narratologists with a tool that could, among other things, estimate abstract genre categories,
e.g., comedy vs. tragedy. Following this early work, several studies used sentiment analysis
combined with several smoothing and filtering techniques for narrative extraction. (Reagan
et al. [2016]) used a custom dictionary to show that a small set of ‘story shapes’ underlies the
perceived heterogeneity of literature. (Jianbo Gao et al. [2010]) introduced the use of adaptive
filtering in order to improve the accuracy and interpretability of story arcs, which provided a
theoretical framework for studying the story arc fractality and linking it to fundamental dynamic
properties of narratives (Gao et al. [2016]).

2.2 Fractality
There are several aspects of a sentiment arc that can be quantified. While the most popular until
now has probably been its “overall” narrative shape or flow (Reagan et al. [2016], Maharjan
et al. [2018], Kim et al. [2017], Mohammad [2011]), few studies have examined potential link
between the progression or patterns of arcs and how such narratives are perceived. The study
of fractals (Mandelbrot and Ness [1968], Mandelbrot [1982, 1997]), mainly applied to long
series (Beran [1994], Eke et al. [2002], Kuznetsov et al. [2013]) offers a new way of looking
into the properties of narrative and literary texts, exploring their degree of predictability or self-
similarity ([Cordeiro et al., 2015]), which follows links with fractal properties already found in
visual arts and music (McDonough and Herczyński [2023], Brachmann and Redies [2017]).

2.3 Literary quality
Literary quality is a disputed issue, in which the role of text-internal and text-external factors
are up for debate. Moreover, the definition literary quality is complicated by the diversity of
individual reader preferences or types (Riddell and van Dalen-Oskam [2018]), as well as the
fact that individual readers may certainly change their opinion about a text (Harrison and Nuttall
[2018]). The idea that readers’ perception of what is pleasant or engaging could be found in
complex statistical patterns has given rise to a series of attempts to approach literary quality
using quantitative models that examines a wide range of textual features (Archer and Jockers
[2017], van Cranenburgh and Bod [2017], Maharjan et al. [2017], Wang et al. [2019]). Yet
one main challenge for such studies is that of defining an “oracle” of quality itself, for which
there may be no one perfect proxy. As proxies of literary quality, users’ book ratings on the
GoodReads platform are especially popular (Jannatus Saba et al. [2021], Maharjan et al. [2017],
Porter [2018]), while other studies have defined quality via canon-lists (Mohseni et al. [2022]),
sales figures (Wang et al. [2019]), or by whether or not books have won literary awards (Febres
and Jaffe [2017]). While literary awards or canon-lists and GoodReads’ ratings may be seen
as representatives of the two opposite ends of the spectrum – one representing the taste of the
(often academic) few, and the other that of many readers – it has also been shown that such
quality or canonicity proxies may exhibit large overlaps (Walsh and Antoniak [2021b]).

The issue of choosing a suitable proxy for assessing literary quality mirrors the predicament that
individual readers face when confronted with a vast volume of literature to read and evaluate
on their own – a situation that may be seen as the reason for the creation of literary awards
in the first place (Underwood [2019]). Yet few endeavors have been made, to the best of our
knowledge, to employ high level literary awards as a primary metric to approximate a work’s
quality, where most studies rely on popular votes as represented by GoodReads’ ratings. In the
present study, we attempt to utilize the most prestigious global literary award, the Nobel Prize
for Literature, as an exclusive criterion for selecting works of high literary quality. We then test
the potential of the Hurst exponent for distinguishing between more or less popular works as
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represented by GoodReads’ rating within this already highly prestigious canon.

III DATA

3.1 A corpus of Nobel laureates
It is essential to recognize that the approach of choosing a prestigious literary prize as a quality
proxy represents a purposeful extremization, as no literary award can be considered an all-
encompassing “oracle” of literary quality. Controversies regarding the Nobel committee’s se-
lection – both in terms of recipients and non-recipients of the prize – arise almost annually
(Duval [2005]). The Nobel Prize for Literature has been variously criticized: for being arbitrary
or political (Epstein [2012]), and for gendered or Eurocentric biases of the appointing commit-
tee of (Lindfors [1988]). However, these very prestigious literary awards can serve as imperfect
markers for a specific type of quality, and consequently, it would be intriguing to ascertain
whether a “signal” that distinguishes Nobel-winning texts from a control group can be identi-
fied on a broader scale than that of individual books or authors. In this sense, the Nobel Prize in
Literature remains a significant indicator of a certain calibre of literary accomplishment, given
its international recognition and stringent selection process, and it offers a concrete and quantifi-
able standard for literary quality. As such, we seek to explore the possible correlations between
some aspects of literary texts and their literary quality by using Nobel laureates’ works as a
benchmark, using the dynamics of the novels’ sentiment arcs to evaluate their overall narrative
structures. We establish a control group composed of non-Nobel-winning literature to compare
and contrast the findings. We do not claim that the Nobel Prize is the ultimate measure of lit-
erary quality, but we do consider it a convenient, albeit imperfect, tool for assessing a certain
standard of literary excellence in a quantifiable manner, especially when it is further filtered, as
in our case, by a high representation of the laureates’ titles in libraries (see our description of
the corpus further down). Ultimately, our intent is to explore whether the sentimental trajecto-
ries of the literary works recognized by the Nobel committee reveal any specific patterns that
distinguish them from other works, thereby contributing to a more nuanced understanding of
what might constitute “literary quality”.

Unfortunately, a comprehensive and digitized collection of works by Nobel-winning authors
has not yet been established. To conduct our investigation, we relied on a contemporary corpus
of literary novels, the Chicago Corpus, assembled by Hoyt Long and Richard Jean So. This
corpus encompasses 9,089 novels published in the United States between 1880 and 2000, and
was compiled on the basis of the number of library holding each title worldwide, favoring
higher library holding-numbers. The corpus features significant works by U.S. Nobel laureates,
influential novels from mainstream literature, and notable contributions to the wide spectrum of
so-called “genre literature”, from Mystery to Science Fiction (Long and Roland [2016]).1

The Chicago Corpus serves as a valuable resource for our study, as it encompasses an extensive
range of literary works, allowing for a more robust analysis of the relationship between senti-
ment arcs and literary quality. All in all, it offers an expansive and representative sample of the
Anglophone literary scene over a century. By including Nobel Prize-winning novels alongside
other notable pieces of literature, we aim to identify any discernible patterns or characteristics
that may distinguish these esteemed works from their counterparts within the broader literary
landscape.

1Numerous quantitative literary analyses have employed this corpus, ([Underwood et al., 2018, Cheng, 2020]),
which can be inspected at https://textual-optics-lab.uchicago.edu/us_novel_corpus.
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N. Authors N. Titles
Whole corpus 7000 9089
Nobel group 18 85
Control group 738 1312

Table 1: Overall titles and authors in the corpus, number of Nobel laureates and dimensions of the control
group.

As shown in Table 1, the laureate group comprises 18 authors and 85 titles, while the control
group compasses 738 authors and 1312 titles. Both the laureate group and the control group
offer a broad range of American and non-American authors, enabling an extensive exploration
of their possible correlations with textual features. However, the Nobel laureates represented
in the corpus constitute a significant portion of the overall group of U.S. laureates, including
authors such as John Galsworthy, Sinclair Lewis, William Faulkner, Ernest Hemingway, John
Steinbeck, Saul Bellow, and Toni Morrison, while the selection of works by non-U.S. authors,
such as Knut Hamsun, Samuel Beckett, and Nadine Gordimer, remains more limited (for a full
list, see Table 2).

It is important to note that the corpus has been meticulously curated, and comprises high-quality
fiction from authors who have received other accolades, such as the National Book Award,
including Don DeLillo, Joyce Carol Oates, and Philip Roth; as well as important works of
genre-fiction, such as by Tolkien or Philip K. Dick. As such, we do not anticipate that the
works of Nobel laureates will be entirely distinct from the rest of the corpus in terms of literary
quality.

It is also worth noting that the corpus has a geographical bias, with both the Nobel laureates and
their control group primarily comprising Anglophone authors. This bias inevitably situates the
entire analysis within the context of a well-defined “Anglocentric” canon. Moreover, also due
to an inherent skew in the Nobel committee’s selection, the percentage of women authors in our
Nobel group is 15%, while it is 36% in our corpus taken as a whole. While these imbalances
do not inherently undermine our experiments nor jeopardize our analysis, as it is crucial to bear
this in mind when interpreting the results, and caution should be exercised when extrapolating
the findings to the context of a global literary field.

3.2 GoodReads
Beyond the Nobel prize, for the last part of our experiments, we used GoodReads’ average
ratings (see Section 4.3). Launched in 2007, GoodReads is a popular social media platform
designed for book lovers and readers to discover, review, and share their thoughts. With its >90
million users, GoodReads offers a valuable insight into reading culture “in the wild” (Nakamura
[2013]), cataloging books from various genres (Walsh and Antoniak [2021a]), and deriving rat-
ings from a heterogeneous pool of readers with regard to their background, gender, age, native
language and preferences (Kousha et al. [2017]). Goodreads’ ratings represent the average rat-
ing given by the users who rated a particular book. These ratings range from 0 stars (indicating
low appreciation) to 5 stars (indicating high appreciation). The average score provides a general
indication of a book’s reception, conflating types of literary appreciation, i.a., satisfaction, en-
joyment, and evaluation. While it is crucial to acknowledge that these ratings do not present an
absolute measure of literary quality either, they offer a valuable perspective on a work’s over-
all popularity among a diverse population of readers. Therefore, Goodreads’ ratings provide a
complementary lens through which to examine the potential relationship between the dynamics
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of sentiment arcs and the broader popularity of a book within the reading community.

Figure 1: Distribution of GoodReads’ ratings in our corpus of Nobel titles.

Few Nobel titles have an average GoodReads’ rating above 4 (fig. 1), and none above 4.3. The
mean rating for Nobel-titles is 3.8, and the majority of Nobel titles have a GoodReads’ rating
between 3 and 4 (75%). Consistent with the canonic status of these works, GoodReads’ ratings
are relatively high for the platform. 2

3.3 Sentiment lexicon
We rely on the VADER (Valence Aware Dictionary and sEntiment Reasoner) model and its sen-
timent lexicon (Hutto and Gilbert [2014]) in NLTK’s implementation (Bird [2006]) to derive the
sentiment arcs of the novels (see also Section 4.1). We chose VADER’s sentiment lexicon for its
popularity, as it has proven the weapon of choice for a large number of previous works. VADER
is specifically designed to analyze sentiment in both standard and sub-standard contemporary
written English language - including informal expressions, casual vernacular and slang - a char-
acteristic that makes it apter for contemporary fiction than for more specialized domains. This
characteristic sets it apart from other models that may struggle with more informal or idiomatic
language, which is frequently present in literary texts. Additionally, VADER’s lexicon accounts
for various linguistic functions, such as negations, intensifiers, and degree modifiers, which
contributes to a more refined analysis of the text and enhances the depth and precision of the
text analysis, enabling a more nuanced understanding of the emotional trajectories present in
the novels. Finally, its computational efficiency and ease of use make it an appealing choice to
work with relatively large corpora. Therefore, by employing VADER for sentiment analysis, we
aim to offer an accurate and comprehensive evaluation of the sentiment arcs within our chosen
corpus, shedding light on any potential correlation between these arcs and perceived literary
quality.

IV METHODS AND EXPERIMENTS

4.1 Sentiment arcs
A sentiment arc typically refers to a simple 1d representation of a literary work’s sequen-
tially dependent slices (ex., sentences or paragraphs). The arc is extracted using either rule-
or learning-based tools for sentiment analysis and classification. Because narratives and their
derived arcs are inherently noisy and nonlinear, Gao et al. [2016] suggested applications of fil-
tering techniques for noise reduction in order to extract the global narrative trends. Wavelet
approaches typically used for noise reduction, are, however not ideal for detrending nonlin-

2We might compare this to a 2018 dataset of nearly 2M GoodReads’ ratings (Jannesar [2018]): in this corpus,
mean rating is significantly lower: 2.9.
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ear series. Instead, Jianbo Gao et al. [2010] developed a nonlinear adaptive filtering technique,
which is more effective than wavelet approaches for determining trends in nonlinear time series.
Several studies have demonstrated the usefulness of applying adaptive filtering to sentiment
arcs, especially in the context of estimating an arc’s fractality (Hu et al. [2021]).

4.2 Dynamic properties
We refer to a story arc as fractal if it displays self-similarity (i.e., sentiment fluctuation pat-
terns at faster time scales resemble sentiment fluctuation patterns at slower time scales) and
scale-invariance (i.e., measurement of the sentiment fluctuations is independent of time scale)
(Riley et al. [2012]). To determine if a story arc is fractal, we examine the relationship between
the time scale of fluctuation patterns and their measurement. Detrended fluctuation analysis
(DFA) is the most widely used technique for estimating the Hurst parameter (Kantelhardt et al.
[2001]), which provides information about this relationship. Assuming a stochastic process
X = Xt : t = 0, 1, 2, ..., with stable covariance, mean µ and σ2, the arc’s autocorrelation func-
tion for r(k), k ≥ 0 is:

r(k) =
E [X(t)X(t+ k)]

E [X(t)2]
∼ k2H−2, as k → ∞

where H is the Hurst exponent that can be interpreted using the following heuristic: For
H > 0.5 the arc is fractal, that is, characterized by long-range temporal correlations such that
increases are followed by further increases and decreases by decreases. For H = 0.5 the time se-
ries only has short-range correlations; and when H < 0.5 the time series is anti-persistent such
that increments are followed by decreases and decreases by increments. Elsewhere it has been
argued that Hurst exponent provides an index of how coherent a literary work’s moods, feelings,
and attitudes will be perceived by a reader, and by extension, a measure of perceived quality
(Hu et al. [2021]). Furthermore, the ‘good’ novel should display fractality (i.e., H > 0.5), but it
should avoid being highly fractal (H ∼ 1). The fundamental intuition behind this argument is
that a good reading experience is facilitated by a narrative that is neither too predictable (H ∼ 1)
nor too unpredictable (H = 0.5).

While DFA is a popular choice, it can result in discontinuities at the boundaries of adjacent arc
slices (e.g., sentences). Such discontinuities can be detrimental when the arc contains trends
(Hu et al. [2001]), non-stationarity (Kantelhardt et al. [2002]), or nonlinear oscillatory compo-
nents (Chen et al. [2005], Hu et al. [2009]). Adaptive fractal analysis (AFA), which is used in
this paper, combines adaptive filtering (Jianbo Gao et al. [2010]) with fractal analysis in order
to provide a more robust alternative to DFA (Gao et al. [2011b], Tung et al. [2011], Gao et al.
[2016]). AFA consists of the following steps: first, the original process is transformed to a ran-
dom walk process through first-order integration u(n) =

∑n
k=1(x(k)− x), n = 1, 2, 3, ..., N ,

where x is the mean of x(k). Second, we extract the global trend (v(i), i = 1, 2, 3, ..., N)
through the nonlinear adaptive filtering. The residuals (u(i) − v(i)) reflect the fluctuations
around a global trend. We obtain the Hurst parameter by estimating the slope of the linear fit
between the residuals’ standard deviation F (2)(w) and w window size.

A 1/f fractal process has a power-law decaying spectral density and it can therefore not be ad-
equately modelled by standard techniques for time series analysis, such as an ARIMA model or
a Markov process, because they have distinctly different spectral densities. A 1/f 2H+1 process
where 0 < H < 1 is a non-stationary random-walk process, the differentiation of which is a
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covariance stationary stochastic process with mean µ, variance σ2, and autocorrelation function
(Cox [1984]).

To estimate the long-term memory of sentiment arcs we combine non-linear adaptive filtering
with fractal analysis in adaptive fractal analysis or AFA (Gao et al. [2011a], Tung et al. [2011]).

4.3 Quality judgments
As we also discuss in Section II, defining optimal data for quality is an open challenge. In this
series of experiment we use a double take to approximate the perception of literary quality:
the Nobel Prize in Literature on one side (heavily expert-based); and GoodReads’ ratings on
the other (completely crowd-based). As we mentioned before, the Nobel Prize in Literature
is the world’s most renowned literary prize, which is being awarded based on literary quality
as the members of the Swedish Academy define it. Their selection is based on nominations
from hundreds of academics from around the world and the selection of winners take place
after a careful reading of the works of at least five shortlisted authors. While there has been
much debate on whether individual candidates have been worthy winners, there is no doubt
about that the Nobel laureates are generally highly recognized by experts in literary criticism.
GoodReads was launched in 2007 and is the world’s largest database of literary reviews and is
very indicative of both the amount of interest there is in single works and authorships and how
a wide variety of lay readers value them. As such, GoodReads is complementary to the list of
Nobel laureates, and the average score also provide for a more nuanced picture of valuation in
contrast to the binary system of being awarded a Nobel prize or not.

Another difference between the list of Nobel laureates and the GoodReads’ ratings is that the
Nobel laureates have been selected over a period of more than 100 years, while the GoodReads’
ratings have been compiled since 2007 and hence reflects contemporary readers perspective on
literary preference and hence perceived quality. The many reviews that supplement the ratings
give insight into criteria of valuation but it is outside of this study to take these into account.

4.4 Predicting a Nobel
We report the findings of two experiments conducted in this study:

1. Instead of directly assessing the predictive capability of narrative sentiment arcs and their
Hurst exponent, we examined their distribution in both Nobel-winning and non-Nobel-
winning populations to determine if the two groups exhibit differences in average Hurst
value.

2. To directly evaluate the predictive power of the Hurst exponent, we implemented a series
of classifiers to ascertain if sentiment arcs and their associated Hurst scores could offer
some level of predictive accuracy in determining whether a given text is likely authored
by a laureate.

In both instances, we carefully designed the non-Nobel-winning class (or control group) to
closely resemble the context of the Nobel population. For each book written by a Nobel Prize-
winning author, we selected all novels published between one year before and one year after
its publication date, considering these as the “control group” for that particular book. The
control groups for all books by a single author collectively function as the control group for that
author, while all control groups combined form the overall control group for the Nobel laureate
population. Our rationale for this approach aligns with the Nobel Prize’s selection method,
which considers contemporary candidates. Table 2 offers a detailed overview of this process,
elucidating our methods of control group selection and comparison.
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Nobel N. titles Control
S. Beckett 1 32
S. Bellow 5 228
W. Churchill 4 125
W. Faulkner 15 332
J. Galsworthy 9 105
W. Golding 2 6
N. Gordimer 2 3
K. Hamsun 1 1
E. Hemingway 7 170
R. Kipling 3 19
D. Lessing 3 34
S. Lewis 8 137
T. Morrison 5 192
A. Munro 1 2
J. Steinbeck 15 81
R. Tagore 1 19
S. Undset 2 32
P. White 1 0
Total 85 1518

Table 2: Number of titles per Nobel and control group. Notice that the control group’s total number is
higher than the one reported in Table 1 since one title can figure in more than a subgroup.

4.4.1 Probability distribution

In the first experiment, our primary focus was to determine whether the Nobel-winning popu-
lation exhibited a distinct Hurst score distribution compared to the control group, and whether
this difference was statistically significant on a large scale. To further investigate this hypothe-
sis, we categorized our corpus into Hurst classes (e.g., all titles with Hurst scores of 0.51, 0.52,
etc.) and analyzed the likelihood of encountering a title from a Nobel laureate within each of
these classes.

Given the challenge of working with a heavily imbalanced dataset, as the number of control
authors far exceeds Nobel-winning authors in any given class, we calculated probabilities us-
ing a sub-sampled portion of the control group equivalent in size to the Nobel-winning group.
This ensured that both populations had an equal total count. To mitigate the impact of potential
random variations in sub-sampling from the majority class and to enhance the representative-
ness of our comparison, we repeated the random majority class sub-sampling 100 times and
calculated the average probability for each Hurst class. Consequently, for each Hurst class, we
computed the probability of encountering a title by a Nobel laureate and the average probability
of encountering a title by a control author, as determined from multiple subsamples.

4.4.2 Machine Learning

In the second experiment, we trained four different classifiers:
• Quadratic Discriminant Analysis classifier (Bose et al. [2015]): a generative model that

is particularly apt to classify data when the decision boundaries are non-linear;
• Gaussian Naive Bayes classifier (Chan et al. [1982]): we chose this model particularly

for its ability to handle small and complex training data;
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• Random Forest classifier (Ho [1995]): this algorithm is well suited to make fine-grained
predictions on data that are not necessarily linearly divisible;

• Decision Tree classifier, which has the benefits of being simple and able to handle rela-
tively small datasets (Swain and Hauska [1977]).

As features, we used the Hurst score and a condensed version of the sentiment arc for each
novel.

The large difference in our classes’ sizes represents an additional difficulty. The sparsity of
Nobel titles makes training on the dataset as is a seemingly meaningless task, since classifiers
systematically ignore or misrepresent the minority class. To contrast that dataset’s imbalance,
we tried three resampling techniques:

• Random subsampling: this is the easiest resampling technique, and it simply means that
we randomly drew from the majority class a number of data points equal to the size of
the minority class, as we did in Section 5.1;

• Near Miss subsampling ([Mani and Zhang, 2003, Bao et al., 2016]), specifically the so
called Near-Miss 1 method: this is a more sophisticated undersampling technique based
on the distance between items from the majority and items from the minority class, where
the elements from the majority class with the smallest average distance to three minority
class examples are selected for comparison. In this way, the algorithm selects datapoints
that are closest to the decision boundary;

• SMOTE upsampling (Chawla et al. [2002]), a upsampling technique widespread in ma-
chine learning, often used in cases of severely imbalanced datasets ([Liu et al., 2019,
Rustogi and Prasad, 2019]). SMOTE has the considerable benefit of creating not simple
duplicates of the observed datapoints, but rather slightly different synthetic datapoints,
increasing the ability of a classifier of modeling a minority class.

4.5 Telling between Nobels

Figure 2: GoodReads’ rating (y-axis) for Nobel titles at given values of Hurst (x-axis). Colors indicate
the author: titles by the same authors have the same color.

In our third experiment, we sought to assess whether Hurst may be used to discriminate between
works more or less popular (based on GoodReads) within the Nobel canon itself. Studies using
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GoodReads ratings as proxies of quality often frame the task as a classification problem and
introduce a threshold in GoodReads’ rating that distinguishes successful from unsuccessful
books (Maharjan et al. [2017]). However, rather than setting a more or less arbitrary threshold,
our idea was to examine whether the Hurst itself may be used to distinguish such a cut-off.
Considering the difficulty of assessing the discriminating potential of Hurst in such a small
corpus, we also opted against using machine learning. Yet we may still assess whether there
are patterns to be observed in the distributions (Fig. 2). For assessing the probability of Nobel
titles’ high or low rating at their given Hurst values, we defined thresholds for the “low” and
“high” rating groups as the points where the difference in terms of mean Hurst exponent for
each group was the most significant according to an independent t-test. Essentially, the idea
was to find the point at which Hurst was best at discriminating between high and low rating
groups, and to use this point as the threshold for dividing high- from low-rating titles, and then
to examine the mean Hurst value of each group.

V RESULTS
5.1 Probability distribution
The difference between the distributions of Hurst scores for the Nobel and the control group is
statistically significant according to several measures, as can be seen in Table 3.

Score p-value
T-test 2.57 0.01
Anova 6.63 0.01
Mann-Whitney U 55106 0.023
Kruskal-Wallis 5.166 0.023

Table 3: Difference between Nobel laureates and control group as tested by four significance measures
(the first two assume that the populations have a normal distribution, the last two do not make such
assumption). In all cases, the difference in Hurst score distributions is statistically significant.

A cursory qualitative examination of the results for different authors proved that these results
often (but not always) correspond to what we might expect from a given title or author. For
example John Steinbeck, one of the best represented authors in the corpus with 15 novels, has
an average Hurst exponent of 0.598, and thus differs insignificantly from the 90 works in its
control group, that score an average of 0.606, but with a more significant standard deviation
(0.41 vs. 0.25). While Steinbeck’s novels Hurst scores range from 0.56 to 0.64, the two novels
that get by far the highest average grades on GoodReads (Mice and Men and The Grapes of
Wrath with Cannery Row as a very distant third) both have a Hurst exponent of exactly 0.58,
at the apex of the probability curve for Nobel titles. Similar observations can be made for the
works for other popular Nobel laureates, such as Hemingway, with his most renowned titles
(such as for example The Old Man and the Sea or For whom the bell tolls) roughly falling
within what we considered a fuzzy Goldilocks interval for literary quality, while less acclaimed
texts such as To have and have not are clearly out of it (Figure 1). Many other factors play into
the success of these prominent novels, but their location in the middle of what seems to be a
“Goldilocks”-zone for variability is significant, also when studied on the level of the individual
authorship.

The probability of encountering a text by a Nobel laureate peaks at a different point compared to
the probability of encountering a text from the control group (refer to Figure 1). The distribution
of the two groups supports the hypothesis proposed by (Hu et al. [2021]) that high literary
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Figure 3: Probability distribution of the Nobel group and the control group. The control population’s
probabilities are averaged over 100 different selections. We have included some reference titles for
context. It is important to note that not all works by Nobel laureates fall within the Hurst “sweet spot”:
for instance, The Old Man and The Sea has a Hurst score of 0.53, while the less acclaimed To Have and
Have Not, written by the same author, has a Hurst score of 0.69.

quality may be concentrated within a specific region of the Hurst continuum. In other words,
there could be a particular range of Hurst values where high-quality narrative texts are most
likely to be found. Of course, it is important to recognize that the probability distributions of
the two groups significantly overlap; the statistical significance, while robust, does not indicate
complete separability between the groups.

Due to their frequency, the number of control titles exceeds the number of titles by Nobel-
winning authors in any given Hurst interval. In essence, any given text has a lower probability of
being authored by a Nobel laureate than by an author who has not won the award, given that the
Nobel Prize can only be conferred upon a single individual each year. However, if we consider
equal-sized classes for the two groups, texts with Hurst scores ranging approximately between
0.53 and 0.61 appear to have a higher probability of being written by a Nobel laureate than by
a control author. Conversely, texts falling outside this range have a higher probability of being
authored by a control writer than by a Nobel laureate. This observation further emphasizes that
the Nobel-winning and control populations exhibit statistically different behaviors along the
Hurst continuum. Figure 1 provides a visual representation of our findings.

5.2 Classification
Among the three techniques we adopted to resample our dataset, we found that randomly under-
sampling the majority class does not yield particularly strong results, while Near Miss under-
stampling and SMOTE oversampling both bring the models to better performances (see Figure
2). The reason for this lies probably in the fact that the difference between the two populations,
while present, is quite difficult to pick up even when we control for size: after all, we are using a
corpus with a large number of high quality authors that did not win a Nobel prize, so the control
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group is both much larger than the Nobel group and bound to have several elements similar
to its members. Just randomly subsampling from the majority class to create a small group
of non-Nobels to learn from makes the task very difficult, while an algorithm like Near Miss,
that selects data with the least distance to the negative classe’s samples, essentially selecting
learning cases that is most fruitful for the classifier to model, brings significantly better results.
Finally, it’s worth noting how SMOTE upsampling brings about the highest performances of
the group (excluding the “All dataset” case): while this technique does not create completely
dependable results, since it relies on the synthetic generation of new data points for the minority
class, its effectiveness can make us more confident in postulating that a difference between the
Nobel and the control populations does indeed exist.

Figure 4: Classification results for our 4 classifiers under three different assumptions: random undersam-
pling, Near Miss undersampling and SMOTE upsampling, with increasing number of folds in a K-folds
cross-validation.

Original dataset Random Subs. Near Miss SMOTE Ups.

Quadratic Discr. An. 0.90 (0.90) 0.55 (0.51) 0.56 (0.51) 0.57 (0.50)
Gaussian Naive Bayes 0.91 (0.90) 0.52 (0.49) 0.80 (0.67) 0.67 (0.53)
Decision Tree Cl. 0.88 (0.88) 0.57 (0.52) 0.69 (0.60) 0.87 (0.82)
Random Forest 0.91 (0.90) 0.53 (0.51) 0.79 (0.62) 0.90 (0.86)

Average 0.90 (0.89) 0.53 (0.50) 0.71 (0.60) 0.75 (0.67)

Table 4: Weighted F scores, averaged from a 10-fold cross-validation, for four classifiers trained on
different versions of the dataset. Notice how the results on the “all dataset” column are effects of the
majority class being overwhelmingly larger than the minority class. In parenthesis, we add the perfor-
mances when not using Hurst. The other three columns, reporting results based on resampled versions
of the dataset, do not resent of the distortion.

Table 4 presents a summary of the classifier performances, with the performances of the classi-
fiers using only sentiment arc information (without the Hurst exponent) provided in parentheses.
This comparison is intriguing: the sentiment arcs alone appear to generate better-than-chance
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performances and, in some instances, even achieve quite high scores. Moreover, classifiers
trained on a feature set that includes the Hurst exponent of the arcs consistently outperform
those without access to such information.

5.3 Some Nobels are nobler than others
In our second experiment, looking at more or less successfull works within the Nobel canon,
we used independent t-tests to determine thresholds at which the average Hurst of each group
(high/low rating-titles) was most distinct. Independent t-tests were performed for each possible
rating thresholds, however, only those thresholds where the differences in mean between the
two groups was statistically significant (p < 0.05) are visualized (Fig. 5). We then calculated
the probability that each work at a given Hurst would have a high or a low rating, considering
all of the low/high rating thresholds where the t-test show a statistically significant difference
in mean Hurst.3 Considering these plots (Fig. 5), it appears that titles with a higher Hurst are
more likely to have a lower rating.

Figure 5: Probability of high and low-rating titles at certain values of the Hurst exponent. Each plot
shows a different selection of thresholds for distinguishing high and low-rating groups. At the top of
each plot are noted: group sizes at the given thresholds and p-values of the t-test comparing mean Hurst
of groups at the given thresholds.

The t-tests show that the average Hurst for each group is always most significantly different
when low rating is defined as ratings below 3.4, and high ratings as ratings above 3.5 (up until
4.0). The thresholds at which Hurst groups are most distinct based exclusively on Hurst value,
and consequently, where Hurst can most strongly discriminate between high and low-rating
groups is where the high rating group is defined as above 3.5, and the low rating group as
below 3.4. Here, the independent t-test shows a significant difference in mean Hurst between
the groups (t = 3.724, p = 0.003)(table 5). At these thresholds, low-rating titles (rating<3.4)
exhibit a lower mean Hurst. Considering the narrow range of possible Hurst values in our data
(0.525 < H > 0.675), the difference of 0.025 points between the groups can still be considered
notable.

VI DISCUSSION
The results in this paper is based on a limited corpus of works, mainly due to the availability
of digitized works by Nobel laureates. Even so, we were able to show a relation between
literary prestige (defined as Nobel status) and Hurst value. This was also evident in the absence
of works of prestige outside of the Hurst “Goldilocks zone”. One should be careful about

3Probabilities were calculated only for values of Hurst that were shared among at least 5 titles.
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Avg. Hurst
All titles 0.597
Titles rated above 3.5 0.595
Titles rated below 3.4 0.620

Table 5: Mean Hurst exponent per group.

concluding much from inspection of individual authorships, yet in the cases of John Steinbeck
and Ernest Hemingway, both represented with multiple works, there was a further indication of
a correlation between Hurst score and canonicity. We find that this is another example of the
explanatory power of dynamic sentiment arc that can be supplemented with other features in a
more complex model for understanding reader preferences and literary prestige.

In our third experiment, which sought to use the Hurst exponent to distinguish more or less
popular works within the Nobel canon, we found that titles with higher levels of Hurst (0.595 <
H < 0.65) appear more likely to have a lower rating. This finding is similarly aligned with the
results of Bizzoni et al. [2022], that also defined popularity by GoodReads’ rating and indicated
a Hurst “sweet spot” for more popular fairy tales with a Hurst below 0.58. These findings may
indicate that sentiment arcs with a Hurst higher than 0.59 start to become excessively linear or
predictable.

VII CONCLUSION AND FUTURE WORKS
Despite the limitations inherent in the corpus used, we have made advances in laying a founda-
tion for a novel approach to understanding literary quality, that keep at the center the dynamic
properties at the sentiment level of the literary work. We believe that a model that take into
account how the literary work provides the conditions for a particular reading experience is
necessary in order to better grasp why some works consistently are valued highly. While our
exploratory approach cannot stand alone and has clear limitations, the relatively strong signal
given by the Hurst rating in order to predict critical appraisal is an indication that it could be
a strong building block in a more elaborate model for understanding perceived literary quality.
Our hope is in the future to expand this work by incorporating a more diverse and representative
array of global literary works. We will also build a model that includes other features, e.g. read-
ability and topics, that can hopefully refine the fundament provided by the dynamic sentiment
arcs.
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