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Abstract
The literary domain continues to pose a challenge for Sentiment Analysis due to its complex, nuanced, and layered form of expression. Meanwhile, Sentiment Analysis is becoming increasingly central as a method in computational approaches to literary analysis for tracking the story arc and development or mood of narratives. This paper explores the adequacy of different Sentiment Analysis tools – from dictionary to transformer-based approaches – for capturing valence and modeling sentiment arcs. We take Ernest Hemingway’s novel \textit{The Old Man and the Sea} as a case study to address challenges inherent to literary language, and compare system scores with human annotations to shed light on the complexities of analyzing sentiment in narrative texts.

Going beyond simple comparison, we probe sentences where humans and systems diverge significantly, seeking to relate these disagreements to certain textual features that have been perceived central to the implicit way of expressing sentiment in literary texts. We find that sentences where humans detected significant sentiment – but where models did not – often employ language with lower arousal and higher levels of concreteness.
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I INTRODUCTION
Recent years have seen a significant general increase in the methods available for Sentiment Analysis (SA). While dictionary-based approaches like VADER (Hutto and Gilbert [2014]) seem to perform well (Ribeiro et al. [2016]), they still struggle when applied to some domains (Elsahar and Gallé [2019], Ohana et al. [2012], Bowers and Dombrowski [2021]), in much the same way as more state-of-the-art transformer-based models do, despite providing a much richer semantic representation of texts (Tabinda Kokab et al. [2022], Öhman [2021]). Moreover, while these tools are commonly used to analyze emotive language in contexts like social media (Alantari et al. [2022]), their suitability for literary texts remains relatively under-explored.

Sentiment Analysis (SA) has become an increasingly central method for computational literary studies research (Rebora [2023]). A popular application of SA has been as a tool to explore the narrative development (such as happy endings)(Zehe et al. [2016]) or to gauge the “sentiment arcs” of novels (i.e., the consecutive highs and lows of sentiment throughout a narrative)(Jockers [2014], Reagan et al. [2016a]), which have also been used to explore, for example, the connection between narrative dynamics and reader appreciation (Bizzoni et al. [2023]).

Still, the relation between sentiment arcs extracted with SA tools and actual reader experience or human annotation of stories remains under-studied. Popular tools like the \textit{Syuzhet} package have garnered critique (Swafford [2015]), and though extensive computational studies of literature like that of Elkins [2022] go some way in comparing various approach to SA, the question...
of how to validate – against (which) experts/readers judgements, and at what level (i.a., the story, the sentence) – is still very present in the field. Moreover, literary language is a particularly intriguing case for testing SA tools because it often aims to evoke rather than explicitly communicate, operating at multiple narrative levels (Jakobson [1981], Rosenblatt [1982], Booth [1983]). The present study seeks to fill this gap by comparing model and human scores in one literary case study against human annotations. Here, we use The Old Man and the Sea, often considered the masterpiece of Ernest Hemingway and exemplary of his philosophy of writing, as a benchmark for testing both rule- and transformer-based SA systems.\footnote{Link to the annotated text (human and automatic scores): \url{https://github.com/PascaleFMoreira/Annotated_Hemingway}}

Building on the literary analysis tradition that seeks to model sentiment arcs of narratives (Jockers [2014], Maharjan et al. [2018], Elkins [2022]), we apply various methods for sentiment annotation to the sentences of the novel and compare them to a benchmark of human annotations, both as raw values and as detrended values – seeing that some method of detrending is often part of SA workflows when doing literary analysis.

As a second step, we examine instances in which models and human annotators diverge, seeing these cases as insightful for developing SA methods for literary texts. While divergences between human and model SA scores are generally taken to indicate shortcomings in SA tools themselves, instances of divergence are informative both for model improvement and for gaining a deeper understanding of sentiment expression in literary texts, if we try to test whether certain textual features characterize them.

First, we seek to find sentences where human sentiment annotation diverges from that of models, the latter of which may not capture implicit or “omissive” sentiment as well as do human readers (Zhou et al. [2021], Li et al. [2021]). Then, we test whether these sentences of “implicit sentiment expression” can be told apart from other sentences by the specific textual features that characterize them. The choice of which features to look at was here informed by literary theory on evocation and descriptions of implicitness in Hemingway’s style. They include: the mean valence,\footnote{The degree of positiveness or negativeness (pleasure or displeasure) (Mohammad [2018a]).} arousal,\footnote{The degree to which a word prepares for action, captures or focuses attention (Borelli et al. [2018]).} and dominance,\footnote{The degree of control evoked (Warriner et al. [2013]).} as well as their mean concreteness.\footnote{The degree to which a word denotes a perceptible entity (Brysbaert et al. [2014]).}

By model comparison and by examining these textual features, the study assesses the complexities of analyzing sentiment in literary texts. We moreover assess the necessity for advanced SA methodologies tailored specifically for computational literary analysis, considering on the domain specificity of literature – nuanced characteristics which pose unique challenges that predominantly nonfiction-based SA tools may struggle to address effectively.

II RELATED WORKS

2.1 Sentiment in literary analysis

In literary studies, what is often called the “affective turn” (Armstrong [2014]) has led to a stronger focus on the sentiment and emotions expressed in narrative texts, whether certain emotions (Ngai [2007]) or affective states as linked to cultural codes (Ahmed [2014]). As such, recent applications of Sentiment Analysis to literature might be seen as both an extension of a focus that was already there, as well as an influx of methodology from Natural Language
Processing. A popular application of SA in computational literary studies has been to profile texts and model the “shape of stories” (Reagan et al. [2016a]). To capture meaningful aspects of the reading experience, previous works have tested the potential of SA (Alm [2008], Jain et al. [2017]) at the word (Mohammad [2011, 2018b]), sentence (Mäntylä et al. [2018]), or paragraph level (Li et al. [2019]) to model narrative arcs (Kim and Klinger [2018], Reagan et al. [2016a], Jockers [2014]). Sentiment arcs have been used to evaluate literary texts in terms of shape or plot (Reagan et al. [2016a]), progression (Hu et al. [2020]), and mood (Öhman and Rossi [2022]). Specific shapes or arc dynamics have been connected to reader appreciation, considering both simple and more complex narratives (Bizzoni et al. [2022a, 2023]), and Bizzoni et al. [2023] have shown that sentiment features, such as measures of sentiment arc progression, have an effect even compared to the predominantly stylistic features usually employed for this type of task (Koolen et al. [2020], Maharjan et al. [2017]). As such, modeling sentiment arcs holds the potential for gaining a more in-depth understanding of how narratives, in their unfolding, affect readers.

However, both the validity of the dictionary-based approaches and the adequacy of methods for detrending arcs (Gao et al. [2016]) have been controversial in literary SA (Swafford [2015], Hammond [2017], Elkins [2022], Rebora [2023]). For example, dictionary-based methods seem to perform well even on so-called “nonlinear” narratives (Richardson [2000], Elkins and Chun [2019]), although they appear to do poorly on a word basis (Reagan et al. [2016b]). While more recent transformer-based approaches have been tested, they show potential and pitfalls in analyzing sentiment in literary texts (Chun [2021], Elkins [2022]). For literary texts Elkins [2022] has recently presented an exploration of methods for sentiment arc modeling, where it is suggested that ensembles of various models, dictionary-based methods and transformers alike, may help gauge narrative arcs by leveraging their different “perspectives” on a text.

2.2 Literary language and implicitness

Literary language may convey emotions in various ways beyond simply using words directly associated with emotional states (e.g., “happy”). While language on social media (which has had perhaps the largest applications of SA) may also rely on omission and subtlety, literary theorists have frequently claimed that literariness or the poetic function of language is distinct from its more communicative function; and that it intentionally deviates from or distorts conventional language use (Mukařovský [1964], Attridge [1988]). Literary language may as such be perceived “un-communicative” in a manner that tweets are not, for example in the way they express stances or attitudes.

The concept of “implicit” expression is particularly relevant and complex in literary writing. Several theories of literary writing point to the importance of avoiding to present concepts or ideas (however this may be intended) in an explicit way. For example, the widely known precept of “Show Don’t Tell” points at least partly in this direction. As is also made clear by Booth [1983], the distinction between types of narration (showing vs. telling) is not always adequate. However, critics continually rely on terms like emotional “evocativeness” and “understatement” to describe writing styles (Strychacz [2002], Daoshan and Shuo [2014]).

One writing style is known for its emotional subtlety is that of Ernest Hemingway. It is characterized (also by Hemingway himself) by its “iceberg” (Hemingway [1996]), or “omissive”
technique, where: “the emotion is plentiful, though hidden and not exposed” (Daoshan and Shuo [2014]). As Hemingway noted, “[t]he dignity of movement of an iceberg is due to only one-eighth of it being above water” (Hemingway [1996]), implying that the “dignity” or expressiveness of his prose relies on some implicit strategy where more is evoked than is said.

It is unclear whether the implicit, evocative, and expressive strategies of literature – or of Hemingway in particular – can be reliably tracked in texts and whether more implicit types of narration display linguistically recognizable marks. If anything, literary language may be an optimal case study for testing whether this is the case. In our particular case of Hemingway, some aspects of his style hint at possible features of implicitness: the understated quality or “omissiveness” of his style and concreteness of his language.

Firstly, Hemingway’s style is described as direct and limited in its use of figurative language (Heaton [1970]). It, moreover, avoids “overt emotional display”, presenting actions and situations that imply emotions, and leaving their inference up to the reader (Strychacz [2002]): the reader is left to decode not only the life and background of the characters but also their feelings and the intensity of their experience. As such, it may be that Hemingway’s “omissive” writing can be tracked by looking at the amount and intensity of sentiment expressions detectable in sentences itself, compared to how “expressive” readers perceive these sentences to be. The sentiment polarity, precision, and intensity of words have been formalized in the NRC VAD lexicon as valence, arousal and dominance (Mohammad [2018a]), a dictionary that has been used also in the literary context (Bizzoni [2022]).

Secondly, Hemingway’s aversion to “emotional display and rhetorical overflow” has been linked to the Modernists’ and New Critics’ emphasis on concreteness over abstraction (Strychacz [2002]). The idea here is generally that expressive literature leverages more concrete language. The connection between concreteness and emotional expression is continually formalized in modern literary theory, as in popular notions of “show don’t tell”, where the most prominent concept is probably that of the objective correlative of T.S. Eliot. Eliot defined this as “a set of objects, a situation, a chain of events which shall be the formula of [a] particular emotion” (Eliot [1948]), suggesting a focus on concrete objects and actions over explicit emotion expression as the effective method for communicating emotion in literature. This idea has found some support in Auracher and Bosch [2016], which indicates that the concreteness of literary language impacts the emotional engagement of readers and their experience of literary suspense. As such, the evocativeness of literary language may coincide with instances where concrete objects and situations are more heavily described.

Concreteness of words has been measured on a scale from abstract (i.e., what cannot be experienced directly but the meaning of which is defined by other words) to concrete (i.e., what can be experience directly through one of the five senses)(Brysbaert et al. [2014]), ratings which have been widely used (Charbonnier and Wartena [2019]) also in the literary domain (Auracher and Bosch [2016], Flor and Somasundaran [2019]).

III METHODS

We first compare the raw arcs extracted with various models, as well as their detrended versions,\(^7\) to human annotations. We then seek to probe instances of significant disagreement for textual features of implicitness.

\(^7\)That is, the same arcs after applying an adaptive filtering technique to reduce noise and “smoothen” the time-series.
Figure 1: Arc of *The Old Man and the Sea* based on annotator (n=2) values. The dashed line represents the mean value of annotators.

### 3.1 *The Old Man and the Sea* as a case-study

The present study uses perhaps the most famous novel by Hemingway, *The Old Man and the Sea* to: (i) compare the performance of dictionary and transformer-based SA tools, and (ii) test the two hypotheses about human-model discrepancies – the positive role of understatement of sentiment-associated terms and the positive role of concreteness for experiences of sentiment in human readers.

As with Hemingway in general, the style of the novel is simple and direct. While the feelings of the characters are sometimes stated, their experiences and states of mind are often left to the reader to interpret from similes and object descriptions. This makes sentiment annotation a challenging task also for human annotators.

For example, the protagonist is introduced as a fisherman who hasn’t caught a fish in a long time. Instead of mentioning his feelings, the narrator describes his scars: “They were as old as erosions in a fishless desert”. This simile can be seen as a case of implicit sentiment as it arguably evokes a sense of despair for the lack of success but without using any explicit sentiment expression.

The reference to the pain and the fear of the characters is also often powerfully implied without any direct mention: “‘Ay’, he said aloud. There is no translation for this word and perhaps it is just a noise such as a man might make, involuntarily, feeling the nail go through his hands and into the wood”. These descriptions, full of concrete objects such as the nail going through the hand, may be seen as a prime example of Eliot’s *objective correlative*, where a “set of objects” is set in place to evoke emotion in the reader. Furthermore, when the protagonist is challenged in his final reckoning with the sharks, his fear and tension are rarely stated, but implied in the description of the sharks themselves.

While such passages may appear powerful for the human reader, it is likely that standard SA models would miss their sentimental charge. Words such as “nail” and “hand” gain emotional charge only in Hemingway’s particular context and composition, but will not appear emotionally charged when observed as isolated words, as in sentiment lexicons. Our second experiment deals with this possible discrepancy by closely examining sentences of the novel in terms of the selected features valence, dominance, arousal, and concreteness.
3.2 Human Annotation

The first contribution of this paper is to provide a valence-annotated version of *The Old Man and the Sea*. Human annotators (n=2) read it from beginning to end and scored its 1923 sentences on a 1 to 10 valence scale: 1 signifying the lowest, and 10 the highest valence (see Fig. 1). Here, valence was intended as the sentiment expressed by the sentence. The annotators were instructed to avoid rating how a sentence made them feel and to try to report only on the sentiments actually embedded in the sentence, i.e., to think about the valence of each sentence individually, without overthinking the story’s narrative to reduce contextual interpretation.\(^8\) This naturally is far from an obvious or objective task, which created several interesting cases of uncertainty or ambiguity.

Both annotators have extensive experience of literary analysis, and hold degrees in literature.\(^9\) They worked independently, not discussing nor subsequently changing scores. The task was not explicitly categorical: the annotators could use, in principle, decimals or even more fine-grained representations of their perceived valence. Nonetheless, both annotators resorted to using discrete values only. A representation of the detrended sentiment arc of each annotator is visualized in Fig. 1, along with their detrended mean.

As mentioned, *The Old Man and the Sea* is an advantageous case study for SA. While the story arc is linear and the style is simple, it is often ambivalent, shifting perspectives and narrative sympathies between the natural and human world, so that it can be difficult to annotate even for a human reader. For example, the sentence “Then the fish came alive, with his death in him, and rose high out of the water showing all his great length and width and all his power and his beauty” is stylistically simple, but offers a tension between contrasting emotions that challenges linear valence scales.

Accordingly, the correlation between the human annotators is not perfect, albeit very robust (Pearson: 0.652; Spearman: 0.624). The Cohen-Kappa score is 0.342. While this is relatively low, seeing as the annotators were working on a continuous valence space that was divided into ten discrete categories, we consider correlation measures to be more adequate than categorical inter-annotator agreement measures.

After detrending the arcs, the correlation between the annotators’ arcs (also Fig. 1) is much more robust, with a Pearson correlation of 0.92. In short, this means that humans differ more on their sentence-by-sentence judgment of valence than they differ on the overall sentiment arc of the novel. The detrended arcs are, in fact, an attempt to draw the shape of the overall sentiment progress of a text, independently from the “noise” of individual sentences’ ups and downs. As such, they tend to be more linear, more robust, and they tend to elicit higher correlations between models.

\(^8\)While context-less scoring could be achieved by shuffling the sentences, we sought to make the reading experience itself as natural as possible (i.e., linear). The carry-over of sentiment from one sentence to the next which might be experienced by annotators also makes our task of distinguishing individual sentences solely by textual features harder, whereby we see our results as all the more significant (i.e., detectable even through the “noise” of the carry-over sentiment).

\(^9\)Both were academics, male and female, at ages 31 and 34, who were non-native but very proficient English speakers, and who finished their literature degree (MA and BA) 2 years (MA) and 12 years ago (the BA).
3.3 Automatic scoring
All annotations were performed on a sentence basis (not considering the context).  

3.3.1 Transformers
For the automatic annotation of the novel’s sentences, we used four SOTA transformers: (i) DistilBERT base uncased fine-tuned on SST2 (Sanh et al. [2020]), (ii) BERT base uncased fine-tuned on product reviews for SA (Peirsman [2020]), (iii) roBERTa base fine-tuned for SA on tweets (Barbieri et al. [2020]), (iv) roBERTa base fine-tuned for multilingual SA on tweets (Barbieri et al. [2022]).

The first model returns two possible categories, positive or negative; models 3 and 4 also have the neutral category. Instead, model 2 returns five different categories, from 1, most negative, to 5, most positive. It’s important to remember that, unlike dictionary-based models, transformers’ output is categorical in nature. To use their output for representing continuous sentiment arcs, we have used the confidence score of their labels as a proxy for sentiment intensity. So if the model classifies a sentences as positive with a confidence of, for example, 0.89, we interpret it as a valence score on the sentence of +0.89. If the model classifies a sentences as negative with a confidence of 0.89, we interpret it as a valence score on of the sentence of -0.89. However, we couldn’t do the same for the neutral category (or category 3 in system (iii)), so we simply converted these cases to a score of 0. Naturally, this may make the comparison less fair for these models than for the models already designed for a continuous scoring approach. On the other hand, our quest is precisely to find out, which model(s) approximate a human continuous valence rating on literary texts.

3.3.2 Dictionary-based models
To compare against transformers, we chose two dictionary-based approaches: (i) nltk’s implementation of VADER (Hutto and Gilbert [2014]), arguably the most widespread dictionary-based method for SA. (ii) Syuzhet (Jockers [2014]), a widespread implementation designed to model literary arcs. Both of these models are dictionary- and rule-based, and return continuous scores ranging from -1 (negative) to +1 (positive).

3.4 Sentiment arcs
A sentiment arc refers to a simple 1D representation of sections of a literary work (e.g., the valence of words, sentences, or paragraphs). Because narratives and derived arcs based on the valences are inherently noisy and nonlinear, studies typically apply some technique for detrending or “smoothing” the arcs to reduce noise and extract the global narrative trends - from a simple moving average window to more complex noise reduction techniques (Chun [2021], Jockers [2015a], Bizzoni et al. [2021], Gao et al. [2016]). As wavelet approaches typically used for noise reduction are not ideal for nonlinear series, Jianbo Gao et al. [2010] proposed an adaptive filtering technique for nonlinear series. Studies have demonstrated the usefulness of adaptive filtering applied to sentiment arcs, especially in the context of estimating the dynamics of sentiment arcs (Hu et al. [2020], Bizzoni et al. [2022b]).

---

10Sentences were tokenized using the nltk tokenize package: [https://www.nltk.org/api/nltk.tokenize.html](https://www.nltk.org/api/nltk.tokenize.html)

11We included the multilingual roBERTa to test this model for future work on multilingual literary corpora.

12Though tools developed less broadly tend to rely on less data, the Syuzhet dictionary is relatively large: extracted from 165,000 human-coded sentences from contemporary literary novels, developed in the Nebraska Literary Lab (Jockers [2015b]).
3.5 Identifying and probing instances of disagreement

For our second experiment, we distinguished a subset of sentences that may be seen to represent discrepancies between human and model sentiment perception – that appear powerful to human readers but not for automatic annotation systems.

<table>
<thead>
<tr>
<th>Sentence</th>
<th>DistilBert</th>
<th>Bert</th>
<th>Roberta</th>
<th>Roberta_xlm</th>
<th>Vader</th>
<th>Syuzhet</th>
<th>Human</th>
</tr>
</thead>
<tbody>
<tr>
<td>Then he felt the gentle touch on the line and he was happy.</td>
<td>0.9998</td>
<td>4.42</td>
<td>0.94</td>
<td>0.68</td>
<td>0.76</td>
<td>0.42</td>
<td>6.5</td>
</tr>
<tr>
<td>Blessed art thou among women and blessed is the fruit of thy womb, Jesus.</td>
<td>0.9982</td>
<td><strong>5.91</strong></td>
<td>0.84</td>
<td>0.86</td>
<td>0.83</td>
<td>0.45</td>
<td>6.5</td>
</tr>
<tr>
<td>“Tomorrow is going to be a good day with this current,” he said.</td>
<td>0.9991</td>
<td>4.37</td>
<td><strong>0.98</strong></td>
<td>0.89</td>
<td>0.44</td>
<td>0.19</td>
<td>6.5</td>
</tr>
<tr>
<td>Bed will be a great thing.</td>
<td>0.9996</td>
<td>5.59</td>
<td>0.95</td>
<td><strong>0.91</strong></td>
<td>0.62</td>
<td>0.14</td>
<td>7.5</td>
</tr>
<tr>
<td>But he was such a calm, strong fish and he seemed so fearless and so confident.</td>
<td>0.9997</td>
<td>5.38</td>
<td>0.85</td>
<td>0.75</td>
<td><strong>0.95</strong></td>
<td>0.72</td>
<td><strong>8.0</strong></td>
</tr>
<tr>
<td>The boy had given him two fresh small tunas, or albacores, which hung on the two deepest lines like plummets and, on the others, he had a big blue runner and a yellow jack that had been used before; but they were in good condition still and had the excellent sardines to give them scent and attractiveness.</td>
<td>0.9972</td>
<td>4.5</td>
<td>0.8</td>
<td>0.45</td>
<td>0.94</td>
<td><strong>1.0</strong></td>
<td>7.0</td>
</tr>
</tbody>
</table>

Table 1: A comparative performance overview of the models, presenting sentences that elicited the highest scores. Values are not normalized; all models return a score between -1 and 1 (except for BERT, which ranges from 1 to 6). Human ratings range from 0 to 10.

To create a subset of such sentences, we used the distance between SA models’ and humans’ annotations of sentences. We selected those cases in which human readers perceived sentimental charge (whether positive or negative), but where models did not. We proceeded in the following way: (1) We selected all sentences that were not scored neutral or near-neutral by human annotators (all sentences scoring lower than 5 or higher than 6), i.e., where human readers did detect some sentiment. This subset accounted for less than half of the sentences of the novel: a total of 687 out of 1923 sentences. (2) Of this subset, we selected only those sentences that did not elicit a strong sentiment score from 3 SA models, using the best-performing ones: the VADER dictionary, Syuzhet dictionary, and roBERTa base.

We thus only kept sentences that had normalized absolute scores smaller than 0.1 in all three
### Table 2:

<table>
<thead>
<tr>
<th>Models</th>
<th>Kendall $\tau$</th>
<th>Spearman $r$</th>
<th>Pearson $r$</th>
<th>Average</th>
<th>Select</th>
</tr>
</thead>
<tbody>
<tr>
<td>DistilBert</td>
<td>0.39</td>
<td>0.28</td>
<td>0.50</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>Bert</td>
<td>0.51</td>
<td>0.36</td>
<td>0.57</td>
<td>0.43</td>
<td>0.45</td>
</tr>
<tr>
<td>Roberta</td>
<td>0.42</td>
<td>0.36</td>
<td>0.63</td>
<td>0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>Roberta-xlm</td>
<td>0.63</td>
<td>0.36</td>
<td>0.63</td>
<td>0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>Vader</td>
<td></td>
<td></td>
<td></td>
<td>0.48</td>
<td>0.50</td>
</tr>
<tr>
<td>Syuzhet</td>
<td>0.50</td>
<td>0.28</td>
<td>0.50</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>Average</td>
<td>0.63</td>
<td>0.36</td>
<td>0.63</td>
<td>0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>Select</td>
<td>0.48</td>
<td>0.50</td>
<td>0.60</td>
<td>0.65</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Pears. per annot.

- Kendall $\tau$: 0.41/48, 0.59/56, 0.59/55, 0.45/39, 0.46/41, 0.62/55, 0.66/61
- Spearman $r$: 0.88/71, 0.70/69, 0.92/85, 0.87/81, 0.62/70, 0.90/97, 0.96/93, 0.95/93

**Top:** correlations between raw annotations and the human mean values. The last row indicates the Pearson correlation per method to each annotator individually. **Bottom:** Correlations between detrended annotations and the human mean values. Again, the last row indicates the Pearson correlation to each annotator. For all correlations, *p*-values $< 0.01$.

models. In short, we selected all sentences that appeared sentiment-charged to humans while being scored as neutral or almost neutral by all three SA systems. This left us with 81 sentences in what we call the “implicit” group (Fig 2).

(3) For comparison, we selected sentences where humans and models were more aligned in their sentiment scoring, what we call the “explicit” group (Fig. 2).

These are sentences where both humans and models found either a positive or negative sentiment (above an absolute model score of 0.1) and agreed on the sentiment direction (positive/negative).

(4) We then proceeded to compare the “implicit” group of sentences to the where SA models were neutral but humans were not, to the set of sentences where model and human score were more aligned. We compared the groups in terms of the selected features: valence, arousal, dominance, and concreteness. Finally, we used a Mann-Whitney U test to examine differences between the groups.

### IV RESULTS

#### 4.1 Comparing models

To evaluate the models we use the average of the annotators’ scores (see Table 1 for some selected samples of the models’ performance).

In Table 2 we present the correlations between each model and the human baseline. We also add the correlations with two “ensemble” approaches: the average of all SA models’ outputs and a select average of the outputs of only Roberta, Roberta-xlm, and Syuzhet: the three best-performing models, and add the mean R2 score for comparison (Table 3).

Our results show that large pre-trained transformers correlate with human judgments on the va-

---

13 Normalized scores are between -1 and 1, the absolute score of 0.1 refers to the interval between -0.1 and 0.1.
14 We used the VAD lexicon (Mohammad [2018a]) to retrieve the valence, arousal, and dominance scores for each word, averaging scores over each sentence: https://saifmohammad.com/WebPages/nrc-vad.html
15 To retrieve concreteness scores of words and lemmatized sentences individually, we used the concreteness lexicon by Brysbaert et al. [2014]: http://crr.ugent.be/archives/1330
16 The R2 score is a statistical measure for regression models that represents the proportion of the variance of a dependent variable that is explained by an independent variable: in other words, it represents how well the model fits real data. It ranges between 0 (no explanation), to 1 (complete explanation of the variance).
Table 3: R2 scores for time series compared to the human mean values.

<table>
<thead>
<tr>
<th></th>
<th>DistilBert</th>
<th>Bert</th>
<th>Roberta</th>
<th>Roberta_xlm</th>
<th>Vader</th>
<th>Syuzhet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Raw</strong></td>
<td>0.13</td>
<td>0.11</td>
<td>0.39</td>
<td>0.33</td>
<td>0.15</td>
<td>-1.03</td>
</tr>
<tr>
<td><strong>Detrended</strong></td>
<td>0.34</td>
<td>-0.38</td>
<td>0.43</td>
<td>-0.11</td>
<td>0.23</td>
<td>0.91</td>
</tr>
</tbody>
</table>

lence of sentences better than the rule-based VADER and Syuzhet. Thus, despite transformer’s output on each sentence being categorical, it appears that their confidence scores can be successfully used as proxies for valence intensity even on a set of literary sentences (see Fig. 3 for a visual comparison of the values’ distribution).

Figure 3: Kernel density plots visualize the distributions of values (0 or neutral being the most common). Note that value ranges differ: the BERT model, for example, assigns valence on a 5-point scale, while human annotators could assign any (round) value between 0 and 10.

Still, it is notable that the dictionary-based systems outperform half of our transformer population. Interestingly, the correlation of each model with each individual human is lower than the correlation of each model with the average human annotation (Table 2) - in other words, sentiment seems to act almost as an objective measure, with individual stochastic “errors” reduced through repeated annotation. If we observe the sentences with the highest disagreement between (average) human judgment and the best performing transformer, Roberta-xlm, we find that these sentences tend to be short, where the model displays a negativity bias; while the sentences where the best performing dictionary-based model, Syuzhet, is most removed from the human evaluation appear to be long sentences with a complex semantic interplay, for which it displays a sort of positivity bias (Table 4). In Fig. 4 we show a visualization of the raw sentiment annotations of the last 50 sentences of the novel.

Finally, the sentences with the most disagreement between the two models are often sentences that were also difficult for human annotators. As illustration, we show a small selection of such sentences in Table 4.

When detrending the series of valence we find that the picture changes: Syuzhet now outperforms all of the Transformers (Table 2). It is possible that in the case of Syuzhet, the errors at the level of raw scores, where humans set a negative score and Syuzhet a positive score (see Fig. 4), are big enough to impact the overall correlation with human annotations, but are still few enough to be “canceled” out in detrending so that dictionary-based arcs are the closest ones.

\[^{17}\text{This may be due to systematic errors, such as the issue with negations in Syuzhet.}\]
Figure 4: Arc of the last 50 sentences of The Old Man and the Sea with transformer and dictionary-based annotation. The added dashed line represents the mean value of human annotators. Note that sentences like [5]: “I am not lucky”, and [10] “I do not care”, are systematically misjudged as positive in the Syuzhet, annotation despite the negations.

to the human arcs. The detrending process essentially flattens out raw scores, so that scores that are proximate are more alike. In this sense, detrending the series gives us a picture of the annotation tendencies at each point of the arc, and smoothens out scores that diverge suddenly from the overall tendencies.

Figure 5: Arcs of The Old Man and the Sea based on various methods, with manual annotations of corresponding narrative events. The added dashed line represents the mean value of human annotators.

4.2 Comparing annotators

Literary language is a challenge to SA models due to its subtlety and its complexity. Narrative sentences can be as complex as those of any other domain, yet because literary texts aim for their readers to experience rather than just be informed, they seem especially difficult to annotate. Looking at the human scores of The Old Man and the Sea, we found that annotators used almost the whole range (1 to 10), going from 2 to 9. Though annotators were instructed not to overthink the narrative to reduce contextual scoring, this was not always easy. Hemingway’s direct style partly facilitated annotation e.g. (“Fish,” he said, “I love you and respect you very much”), but underlying complexity sometimes sparked uncertainty and disagreement for human annotators. Despite being negative agents in the story, the sharks, for example, are still described...
They were immune to its poison
Perhaps he is too wise to jump
"I wish the boy was here", he said aloud and settled himself against the rounded planks of the bow and felt the strength of the great fish through the line he held across his shoulders moving steadily toward whatever he had chosen.
There is no one worthy of eating him from the manner of his behaviour and his great dignity.
The old man’s head was clear and good now and he was full of resolution but he had little hope

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Roberta_xlm</th>
<th>Syuzhet</th>
<th>Human</th>
</tr>
</thead>
<tbody>
<tr>
<td>They were immune to its poison</td>
<td>-.87</td>
<td>-.05</td>
<td>.3</td>
</tr>
<tr>
<td>Perhaps he is too wise to jump</td>
<td>-.68</td>
<td>-.14</td>
<td>.3</td>
</tr>
<tr>
<td>&quot;I wish the boy was here&quot;, he said aloud and settled himself against the</td>
<td>.42</td>
<td>.63</td>
<td>-.1</td>
</tr>
<tr>
<td>rounded planks of the bow and felt the strength of the great fish through the line he held across his shoulders moving steadily toward whatever he had chosen.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>There is no one worthy of eating him from the manner of his behaviour and</td>
<td>-.92</td>
<td>.2</td>
<td>-.1</td>
</tr>
<tr>
<td>his great dignity.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The old man’s head was clear and good now and he was full of resolution</td>
<td>-.85</td>
<td>.15</td>
<td>-.2</td>
</tr>
<tr>
<td>but he had little hope</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Examples of sentences with the largest disagreement between machine and (normalized) human score for Roberta-xlm (upper rows of the table) and for Syuzhet (central rows of the table). Roberta-xlm is most off track for short and relatively ambiguous sentences, while Syuzhet appears to disagree more with long and complex sentences. Examples of sentences that instead elicit a large disagreement between the two models are in the lower rows of the table. These sentences are often also complex to judge for human annotators.

as “beautiful”, and the protagonist is portrayed as both “beat” and “undefeated”. Several of the larger inter-annotator disagreements were often due to the presence of co-existing valences in the same sentence. Several of such sentences elicited differing judgments from the models as well: for example the sentence “The old man hit him on the head for kindness and kicked him, his body still shuddering, under the shade of the stern” elicited scores of 6 and 2 from the annotators, -.97 from DistilBert and +.46 from VADER (normalized values).

We have already observed that almost all models correlate less with individual annotators than with the mean of the annotators, an effect that is magnified when we also compute the mean of all the models’ scores. The average annotation of all the models (after normalization) correlates with the human judgments better or as well as the individual models, both for the raw scores and for the detrended arcs.

4.3 Comparing annotators and models

Our selected group of sentences represents a divergence between human and text-based SA systems: humans found them to express some form of sentiment not detected by the three SA models. Notably, the average absolute human score of the “implicit” group was slightly higher (0.23) than the average score of the “explicit” group (0.22). For example, the sentence “The other watched the old man with his slitted yellow eyes and then came in fast with his half circle of jaws wide to hit the fish where he had already been bitten” is perceived as negative by human annotators, but does not contain any of the explicit expressions of negative emotion that text-based SA models usually pick up on.

We computed the average valence, arousal and dominance (VAD) using the NRC-VAD-Lexicon. These measures attempt to position a word in a three-dimensional space, detailing different aspects of a word’s affective semantics. For example, lion is higher than shark in valence and dominance, but lower in arousal.

For concreteness, we used Brysbaert et al. [2014]’s lexicon of English lemmas. This resource complements the elements modelled by the NRC Lexicon, as it attempts to quantify the con-
We then compared the average valence, arousal, dominance, and concreteness of the words used in the sentences perceived by at least one SA model as having an absolute sentimental intensity stronger than .1 (714 sentences) with those of the words used in the sentences that only humans perceived as sentimentally charged (81 sentences). Using the Mann Whitney U test, we computed which of the differences in textual features between the two groups are significant. Here, we find that while valence and dominance do not show significant differences between the two groups, “implicit sentiment” sentences have a much lower arousal and a slightly higher concreteness, on average, than the set of “explicit” sentences – as can be seen in Table 5. Two of the four feature dimensions appear to be significant in the sentences that implicitly express a sentiment: their level of concreteness and their level of arousal.\textsuperscript{18} Valence in sentences with lower arousal and higher concreteness appear more detectable to the human eye than to models, pointing to a discrepancy between them. Concrete words seem to contribute to create the implicit effect that SA models have a hard time detecting – SA models have a harder time picking the sentiment of words like \textit{blood} and \textit{teeth}. The statistical significance of the two relevant categories is even stronger when they are measured on a sentence- rather than word base (Table 5).

This interplay could be precisely one of the components of the \textit{omissive prose} effect.

For example, one sentence which was perceived very positive by human readers and neutral by models also holds high concreteness (2.78): \textit{“The boy took the old army blanket off the bed and spread it over the back of the chair and over the old man’s shoulders”}. It seems to exemplify

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
 & Valence & Arousal & Dominance & Concreteness \\
\hline
Implicit & 0.583 ± 0.111 & 0.409 ± 0.119 & 0.499 ± 0.108 & 2.735 ± 0.347 \\
Explicit & 0.563 ± 0.198 & 0.467 ± 0.113 & 0.500 ± 0.119 & 2.609 ± 0.327 \\
\hline
MWU test & 8536.5 & 12047.0* & 9048.5 & 7634.0* \\
\hline
\end{tabular}
\caption{Mean and st.d. feature values of the implicit and explicit groups, as well as the results of the MWU test between the groups in each setup. In the implicit group: sentences perceived as non-neutral by humans but as neutral by models (below an absolute score of .1); in the explicit group, sentences where humans and models were more aligned in their recorded intensity (models’ score above an absolute of .1, humans’ score above 6 or below 5). * p-value < 0.01.}
\end{table}

\textsuperscript{18}The lack of difference in valence is likely an effect of groups confounding positive and negative sentences.
Table 6: Mean difference and standard deviation between human valence and models’ valence.

<table>
<thead>
<tr>
<th></th>
<th>DistilBert</th>
<th>Bert</th>
<th>Roberta</th>
<th>Roberta_xlm</th>
<th>Vader</th>
<th>Syuzhet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. difference</td>
<td>0.86</td>
<td>0.48</td>
<td>0.19</td>
<td>0.26</td>
<td>0.23</td>
<td>0.16</td>
</tr>
<tr>
<td>Std</td>
<td>0.22</td>
<td>0.32</td>
<td>0.22</td>
<td>0.26</td>
<td>0.24</td>
<td>0.15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Constant</th>
<th>Valence</th>
<th>Arousal</th>
<th>Dominance</th>
<th>Concreteness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient</td>
<td>-2.1609</td>
<td>-3.4922**</td>
<td>-7.2940**</td>
<td>8.9520**</td>
</tr>
</tbody>
</table>

Table 7: The table presents the coefficients and associated p-values resulting from the Ordinary Least Squares (OLS) regression analysis. We performed the regression on the combined “implicit”/“explicit” groups of sentences (n=81 / 245) using the difference between human and roBERTa sentiment score as the dependent variable. The coefficients represent the estimated effect of each independent variable (our four features) on the dependent variable, score divergence. * p-values < 0.01 indicate that all variables have a statistically significant impact on score divergence.

V DISCUSSION AND CONCLUSIONS

For this case-study in comparing sentiment annotation methods for literary analysis, we have compared the correlations between human annotations and several SA systems’ annotations of the sentences of the novel *The Old Man and the Sea*. While sentiment analysis is often tackled as a classification problem (with two or three categories at most), we found this approach to be exceedingly coarse-grained to verify the efficacy of SA models on literary texts, and we preferred to model it as a continuous scoring task. Most of the time human annotators would have been unable to fit a sentence into a binary classification, and the most interesting behaviours of the models happen when looking at their ability to position a sentence on a nuanced continuum. Naturally, it is now possible to operate the opposite operation and convert the continuous annotations into two or three categories, to compare them directly with the transformers’ outputs.

We have observed interesting differences between transformer- and dictionary-based methods. Still, it should be noted that our analysis was performed on one story only, even though the

---

19 We only suggest this effect as the method we use – the VAD and concreteness scores – may be considered a relatively crude way of operationalizing this concept.

20 We used the implementation of this test in the SciPy library: https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.ks_2samp.html.

21 The significance of valence is predictable, as we have selected the sentences based on their valence. However, it is not picked by all models as it “-crosses over” the distribution of explicit sentences. That is, implicit sentences are more positive than the most negative explicit sentences, and more negative than the most positive explicit sentences.
particular example of *The Old Man and the Sea* appears particularly apt as case-study for Sentiment Analysis, considering its emotionally understating literary style. Despite being categorical in nature, the largest transformers of our collection proved to hold strong correlations with human judgments in the sentence-level annotation – higher than the dictionary-based models VADER and Syuzhet. When looking at the detrended versions of the arcs, the picture is reversed: despite serious shortcomings of the tool (Kim [2022]), the detrended arc made from the Syuzhet package’s scores appear to be the most closely related to the detrended version of the human arcs (Fig. 5). In both cases, the best results are achieved when using both transformer and dictionary-based systems, as they appear to be at least partly complementary, and our best model correlates with the mean human score almost as much as humans correlated with each other (Table 2). We have observed that average human judgments seem to be more aligned to models than individual judgments, and average automatic scores from different sources seem to work better than the scores of any individual model. Moreover, at the sentence level, while roBERTa correlated with human judgments best, VADER and Syuzet are closer to human intensities: on average VADER and Syuzhet have a smaller mean distance from human intensities, and a lower standard deviation (Table 6).²²

Beyond providing the best correlation with human judgments, it’s possible that a compound approach, integrating the scores of two or more models, would be greatly beneficial for something else: the detection of confounding or polarizing sentences, likely to elicit differing or opposite scores.

In fact, while comparing human and model sentiment annotations in the novel, we observed a distinct group of sentences that garnered high human scores, but received neutral ratings from our three SA models. Looking into textual features of this group, we found that they can be distinguished by their levels of arousal and concreteness. Because we might assume that

---

²²We also observe that, when inspecting raw scores, transformers seem to be more “extreme” in their judgement than human and dictionary-based models. See Fig. 4 for a visualization.
humans in these cases pick up on contextual information not available to the models - even if human annotators were instructed to focus on individual sentences - we find the difference in terms of textual features between the groups particularly interesting. More than just context appear to be giving these sentences an evocative strength that is not captured by the models.

The finding of higher levels of concreteness and lower levels of arousal of this group of sentences aligns with literary theories suggesting that writing styles that employ techniques like “omissive writing” or the objective correlative evoke a perception of sentiments in human readers without any explicit emotional reference and without using words directly associated to emotional states. In other words, the fact that sentences appearing affective to humans but not models stand out in terms of arousal and concreteness suggests that the sentimental effect is not achieved through any direct reference to feelings or emotions. Rather, the evocative strength of these sentences relies at least in part on words with a low arousal profile, and higher concreteness levels, managing to be particularly subtle in how sentiment charge is transmitted to the reader. Our findings support supplementing sentiment models with feature detection when dealing with the literary domain, since it may be that fiction texts use language differently than non-fiction, e.g., employing objective correlatives to evoke sentiment in the reader, as we have seen in this study. Further exploration into arousal and concreteness may hold promise for a more comprehensive understanding of sentiment in prose in fiction with that in non-fiction. Broader quantitative studies of fiction would help understanding how concreteness and arousal resonate with readers, particularly regarding their appreciation of implicit sentiments’ evocation in prose. Finally, further analyses of literary texts where different scores of sentimental intensity diverge significantly promises to shed light on literary techniques that go beyond description and into the evocation of feelings in the reader’s experience. After all, some of the sentences with the largest difference between rule-based and transformer-based scores are beautifully complex to judge for human readers alike, such as the sentence that elicited the the highest disagreement between models: “I killed him in self-defense,” the old man said aloud. “And I killed him well.”
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