Journal of .
(ﬂnmmmmg —" EPIlsciences
overlay journals
ond Oigital :\\

\ Numanities

Components of Character:
Exploring the Computational Similarity of Austen’s Characters

Carolyn Jane Anderson!

"Wellesley College, USA

Corresponding author: Carolyn Jane Anderson , carolyn.anderson@wellesley.edu

Abstract

Understanding characters is a key topic of interest in computational explorations of literary fiction. There
are a growing number of tools available for extracting information about characters from text. Recent
work proposes AustenAlike, a three-part benchmark for Jane Austen character similarity, to evaluate
computational representations of character. I extend this exploration of feature-based representations of
character with new experiments, including representations build from multiple features. I also explore a
way of obtaining vector representations of characters using a large language model by generating short
textual descriptions of characters using GPT-4, and then taking their embeddings. My results show
surprisingly little advantage from combining multiple kinds of features, suggesting that the different
features capture similar information to each other. I find that the LLM-generated textual descriptions
perform best on expert benchmark, outperforming direct elicitation of character similarity judgments
from the same model. However, the expert benchmark remains challenging across all representations
explored, showing that there is much room for improvement in capturing the more nuanced aspects of
character similarity that human readers identify.
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I INTRODUCTION

There is a growing interest in using computational methods within literary analysis. Compu-
tational methods have become more accessible due to the increased availability of easy-to-run,
inexpensive methods for analyzing text data. This includes both general purpose large language
models, which can be used to annotate textual data [Gilardi et al., 2023, Alizadeh et al., 2025],
and open-source systems designed specifically to extract information from literary fiction [Bam-
man et al., 2014, Yoder et al., 2021].

A key area of interest is in understanding characters from literary fiction. Pipelines for analyz-
ing literary text can be used to identify character mentions and extract information about their
attributes, event roles, and speech [Bamman et al., 2014, Yoder et al., 2021]. These features
can then be used to analyze characters in different ways. Previous work has sought to extract
and classify character types [Chambers and Jurafsky, 2009, Bamman et al., 2014, Jahan and
Finlayson, 2019, Valls-Vargas et al., 2021, Stammbach et al., 2022], build networks of rela-
tionships between characters [Elson et al., 2010, Lee and Yeung, 2012, Jayannavar et al., 2015,
Agarwal et al., 2013, Wohlgenannt et al., 2016, Labatut and Bost, 2019], and study character
traits [Flekova and Gurevych, 2015, Pizzolli and Strapparava, 2019, Kim and Klinger, 2019].
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James Morland from Northanger Abbey

Sibling to heroine and single 20-year-old clergyman with income of £400/year

Social Pairings: Charles Hayter, Edward Ferrars, Robert Martin

Narrative Role Pairings: Isabella Knightley, John Dashwood, Margaret Dashwood, Susan
Price, William Price, Elizabeth Elliot, Mary Musgrove, Jane Bennet, Mary Bennet, Kitty Ben-
net, Lydia Bennet

Expert Pairings: Edmund Bertram, Edward Ferrars, Henry Tilney, Philip Elton

Figure 1: Example character from AustenAlike

Yang and Anderson [2024] propose a benchmark that tests how well such systems extract in-
formation about characters using the works of Jane Austen as a test case. In their view, a
system that produces useful character features is one whose features can be used to compare the
similarity of characters. Since character similarity is a multi-faceted notion, their AustenAlike
benchmark contains three parts: the first explores similarity by narratological role, the second
by social characteristics, and the third takes a wisdom-of-the-crowd approach: it is based on
character comparisons extracted from four decades of Persuasions, a journal published by the
Jane Austen Society of North America. Figure 1 shows an example of how these three views of
character similarity lead to different comparisons.

This paper extends Yang and Anderson [2024]’s in new directions. While Yang and Ander-
son [2024] compare features extracted by two systems, BookNLP [Bamman et al., 2014] and
FanfictionNLP [Yoder et al., 2021], they construct character representations from only single
features at a time. This paper explores character representations that integrate multiple kinds
of character features. I also provide a clearer comparison with large language model methods
by building vector representations from textual descriptions of characters produced by GPT-4.
Finally, I explore the basis for GPT-4’s judgments of character similarity in a qualitative coding
analysis of GPT-4’s reasoning.

My results show that though computational representations capture some broad social and nar-
ratological similarities, there remains a wide gap between the similarities they capture and the
more nuanced similarities highlighted in the expert benchmark. The best feature-based repre-
sentations exhibit only medium correlations with expert rankings of character similarity, and
combining multiple kinds of features does not always improve character similarity measure-
ments.

I find that the vector representations based on GPT-4-generated textual descriptions of charac-
ters align most closely with expert judgments. However, while these representations place the
expert-identified most similar character in the top ten most similar characters 80% of the time,
this is a very lenient measure of success, and the representations do not correlate with the full
set of expert rankings any more strongly than feature-based representations. AustenAlike re-
mains a challenging benchmark for evaluating computational representations of character: even
for one of the best well-studied authors in English literature, much work remains to be done to
achieve nuanced computational representations of literary characters.

I ANALYZING CHARACTERS

There is a growing interest in applying computational methods to analyze literary fiction, both
in so called distant reading [Moretti, 2013] approaches that explore large collections of liter-
ature [Grayson et al., 2016, Jayannavar et al., 2015, Milli and Bamman, 2016] and in stud-
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ies of individual authors and works [Agarwal et al., 2013, Wang and lyyer, 2019, Liebl and
Burghardt, 2020]. In this paper, I explore how well computational representations of character
capture character similarity judgments. There has been much work exploring computational
methods to understand literary characters. In this section, I discuss previous research applying
computational methods to literary characters and contextualize this work.

2.1 What Makes a Character?

Literary scholars have proposed many definitions of what it means to be a character over the
years. Some theorists treat characters similarly to real-life people, in that they have psycholog-
ical interiority and existence before and after the events of the novel [Bradley, 1965]. Others
argue that characters are inextricable from the text: from the events they participate in or even
the words themselves [Weinsheimer, 1979]. Structuralist approaches seek to classify characters
by their event participation: for instance, Propp defined seven character types in Russian folk-
tales based on their “spheres of action” [Propp et al., 1975], and Frye distinguished between
characters whose actions advance or thwart the protagonist’s goals [Frye, 1957]. Others argue
that characters consist of their stable personal traits [Chatman, 1978].

Beyond specific character taxonomies, theorists have also debated the appropriateness of classi-
fying character complexity. Forster distinguished “flat” characters, who are static, from “round”
characters, who experience change or growth during the work [Forster, 1927]. Ewen proposed
multiple dimensions of character complexity, including development and “penetration into inner
life” [Ewen, 1971, Rimmon-Kenan, 2002].

Because of the complexity of defining characters, the AustenAlike benchmark explores three
different aspects of character similarity. The first two explore the kinds of stable traits that Chat-
man [1978] argues define characters, while the last benchmark includes all aspects of characters
that experts may choose to discuss. Unlike some previous computational work, however, the
benchmark does not explore how characters change or develop over the course of a novel [lyyer
et al., 2016, Chaturvedi et al., 2016]. Because the vectors representations are built from averag-
ing all features extracted for a given character, regardless of where in the text they occur, they
provide a whole-novel portrait of the character.

2.2 Computational character analysis

The rise of computational methods in literary analysis has led to a wealth of research on different
aspects of characters.

Classifying character types.  Structuralist treatments of literature explore common charac-
ter types that recur throughout genres of fiction. Valls-Vargas et al. [2021] build directly on
Propp’s classification of character types from Russian folktales. Bamman et al. [2014]’s early
work with Bayesian mixed effects models of characters’ events, possessions, and modifiers,
on the other hand, uses a more expansive notion of character persona. Other work exploring
character classification includes Klenner et al. [2021]’s work on negative characters; Stamm-
bach et al. [2022]’s work on heroes, victims, and villains; and Jahan and Finlayson [2019]’s
narratologically-grounded framework for character identification.

Mapping character relationships.  There is also an extensive body of work exploring the
relationships between characters [Lee and Yeung, 2012, Jayannavar et al., 2015, Agarwal et al.,
2013, Wohlgenannt et al., 2016]. Elson et al. [2010]’s early and influential approach used
quotation features to identify character relationships. Labatut and Bost [2019] provide a more
recent survey of different approaches. Some work also explores how these relationships change
over the course of a narrative [Chaturvedi et al., 2016, Iyyer et al., 2016].
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Understanding character depictions.  Some existing work seeks to understand decisions
in how characters are depicted in literature. Bullard and Ovesdotter Alm [2014] explore au-
thorial decisions in representing characters. Besnier [2020] applies social network analysis to
understand how character depictions evolve over retellings.

2.3 Extracting character information

Existing computational work on literary fiction span a variety of methodologies and focus areas.
However, most existing work shares a foundation of feature extraction: literary evidence must
be identified before it can be interpreted. To facilitate computational analysis, a number of
pipelines for extracting features from literary text have been developed [Bamman et al., 2014,
Simsetal., 2019, Yoder et al., 2021, Ehrmanntraut et al., 2023]. In this paper, I focus specifically
on features related to literary characters.

Character mentions.  The first step is to identify character mentions using named entity
recognition and coreference resolution. There is a large body of existing work on these tasks,
given their complexity in a literary setting and their importance for downstream tasks [Vala
et al., 2015, Brooke et al., 2016, Roesiger and Teufel, 2014].

Some pipelines further disambiguate character references in a character clustering step. BookNLP
is a pipeline trained on data from LitBank, which provides annotated training data drawn from
19th- and early 20th-century English fiction, including annotations for named entity recogni-
tion [Bamman et al., 2019] and coreference resolution [Bamman et al., 2020]. FanfictionNLP
is a similar pipeline that is trained on and tailored to fanfiction [ Yoder et al., 2021].

Character features. Once character mentions have been identified, the surrounding text can
be used to extract information related to characters.

Some previous work focuses on character personality traits and emotions [Flekova and Gurevych,
2015]. Kim and Klinger [2019] analyzes how emotions are expressed nonverbally in a corpus
of fan fiction short stories, while Pizzolli and Strapparava [2019] train classifiers to identify per-
sonality traits in Shakespeare characters. The pipelines I study target more general descriptions:
for FanfictionNLP, assertions, descriptions of physical and mental attributes; for BookNLP,
modifiers and possessions.

What characters do and say is also of interest. Although quote attribution remains a challenging
task with a number of approaches [He et al., 2013, Almeida et al., 2014, Muzny et al., 2017], it
is useful for analyzing both the content and style of characters’ speech [Dinu and Uban, 2017,
Vishnubhotla et al., 2019]. BookNLP extracts both events and quotes, while FanfictionNLP
extracts only quotes.

2.4 Character representations

Once character features are extracted, they can be used to build computational representations of
characters. My work explores vector representations of characters built from extracted features.
Other researchers have attempted to learn character representations directly. Grayson et al.
[2016]’s early work on word embeddings showed the simple vector representations learned
from 19th-century works of fiction provide insight into characters. More recently, Holgate and
Erk [2021] proposed learning vector representations using masked entity prediction as a training
objective.

This paper extends Yang and Anderson [2024], which proposes AustenAlike, a benchmark
for evaluating computational representations of characters written by Jane Austen. Inoue et al.
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[2022] also propose a benchmark for evaluating character representations; their work is comple-
mentary in that it takes a broad multi-author, multi-task perspective, while AustenAlike explores
three different aspects of character similarity for a single author’s characters.

III THE AUSTENALIKE BENCHMARK

Character similarity is a multi-faceted concept. Two characters may play the same role in a
narrative or follow the same plot trajectory. They may have similar personality traits or fill sim-
ilar social roles. Yang and Anderson [2024]’s AustenAlike benchmark of character similarity
contains three parts, each of which explores a different aspect of literary characterhood.! The
first part of the benchmark explores similarity in social characteristics; the second, similarity in
narratological role, and the third focuses the more nuanced and varied aspects of similarity that
expert readers are sensitive to.

The AustenAlike benchmark focuses on characters from the six Jane Austen novels published
within or immediately after her lifetime: Sense and Sensibility, Pride and Prejudice, Mansfield
Park, Emma, Persuasion, and Northanger Abbey. It includes all named characters who speak
more than once, except those who die in the first chapter.’

3.1 Social Characteristics

Jane Austen’s novels highlight how her character’s choices are impacted by their position in
society. Although her characters struggle to varying degrees to reconcile their desires with
constraints imposed by gender, rank, and wealth, these social characteristics play a large part in
determining the options available to them within the world of the novel.

The first part of AustenAlike explores similarity in social characteristics. It focuses on five de-
mographic dimensions that define social relationships within Austen’s writing: marital status,
gender, rank, age, and wealth. There are other social characteristics that demarcated opportu-
nities within Austen’s historical context, such as race and nationality; however, the characters
under consideration are homogeneously White and English.® A summary of the social cate-
gories and the size of each group is shown in Table 1.

Rank. Although almost all of Jane Austen’s characters belong to the upper middle or lower
upper classes, their relative social rank is nonetheless important to their prospects. Most char-
acters are gentry: independently wealthy, often landowners. Lower-ranked characters belong
to professions. Following social conventions of the time, an unmarried woman has her father’s
rank and a married woman her husband’s.*

To achieve a more even balance across groups, AustenAlike partitions untitled gentry into two
groups: New Gentle, characters whose fathers were not gentlemen, and Gentle, representing
more established gentry. Professional characters are consolidated into three groups: a military
group encompassing the army and navy; a professional group encompassing business, law, and
farming; and a clergy group. This totals six categories: New Gentle, Gentle, Gentry, Military,
Profession, Clergy, and Nobility.

'The AustenAlike dataset and support code is available at https:/github.com/Wellesley-EASEL-
lab/AustenAlike.

2Named characters excluded by these criteria include the senior Mr. Dashwood and Lady Elliot, who both die
in the first chapter of their novels, and Mrs. Bates and Sarah (Sally) Morland, who are named but never speak.

3Given the exclusion of Austen’s unfinished Sanditon.

“Female peers retain their titles if they marry someone of inferior rank, but this circumstance does not arise in
Austen.
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Wealth.  Austen novels center on questions Category Group N
of wealth, particularly as they relate to mari- Rank Nobility D)
tal prospects. As a result, the wealth of un- Titled Gentry | 15
married characters is typically stated. The Gentle 48
wealth of married characters is not always New Gentle | 5
stated; Yang and Anderson [2024] base their Clergy 12
incomes on estimates from Heldman [1990] Military 13
and Toran [2015]. Wealth for women is typ- Profession 14
ically reported in Austen’s novels as a total Wealth £50 g
sum, while men’s fortunes are stated in terms £51-£250 7
of yearly income. AustenAlike uses yearly £251-£500 9
incomes for all characters, converting lump £501-£1000 | 8
sums using the 5% yearly dividend standard £1001-£3000 | 6
in Austen’s time [Toran, 2015]. £3001+ 5
Gender.  The genders of all Austen char- Gender Male 50
acters are overt and stable. All characters are Female 59
Male or Female. Age <18 8
Age.  Character ages are reasonably stable 18-20 13
as almost all plot events take place within a 21-24 16
year. If a character’s age is not mentioned, 25-27 18
AustenAlike estimates from the ages of their 28-30 12
family members. 31-40 13
. . . 41-50 19
Marital status.  Marital status is a key so- 514 10
cial characteristic of Austen characters. Mar- Mari :
. . . arital Status | Single 48
ital status tends to remain stable until the end Transitional | 6
of each novel: although many single char- Married 42
acters marry, most marriages take place in Widowed 13

the last chapter. AustenAlike contains four
groupings: Single, Married, Widowed, and
Transitional, a group comprising the hand-
ful of characters whose marital status changes
before the last chapter of the novel.

3.2 Narrative Roles

Table 1: Social Characteristics benchmark summary

Another way in which characters can resemble each other is in the role they play in the narrative
structure of the work. AustenAlike explores seven narrative roles that commonly occur across
Austen’s novels. These groupings are shown in Table 2.

Heroines.  All Jane Austen novels involve young people finding marriage partners. Each
novel has at least one protagonist who is an unmarried woman seeking a marriage partner. Sense
and Sensibility focuses on a pair of sisters who both marry by the end of the novel; AustenAlike
treats both as protagonists/heroines. Heroines are particularly easy to distinguish from other
narrative roles since they are the main viewpoint characters in Austen’s novels.

Heroes. AustenAlike uses the term hero for the character that each protagonist marries at the
novel’s end.
Deceiver. Each of Austen’s novels features at least one character who lies in a way that sets

key events in motion. Frequently, this character misrepresents himself to the heroine in a key
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Heroines: | Emma Woodhouse, Elizabeth Bennet, Elinor Dashwood, Marianne Dashwood,
Fanny Price, Catherine Morland, Anne Elliot

Heroes: George Knightley, Colonel Brandon, Edward Ferrars, Edmund Bertram, Henry Tilney,
Frederick Wentworth, Fitzwilliam Darcy

Deceivers: | John Thorpe, George Wickham, John Willoughby, William Elliott, Henry Crawford,
Frank Churchill

Rivals: Caroline Bingley, Lucy Steele, Louisa Musgrove, Mary Crawford, Harriet Smith,
Jane Fairfax

Wooers: Henry Crawford, William Elliot, Philip Elton, Charles Musgrove, William Collins,
John Thorpe

Siblings: Marianne Dashwood, Jane Bennet, Lydia Bennet, Mary Bennet, Kitty Bennet,
Susan Price, Mary Musgrove, Elizabeth Elliot, Isabella Knightley, James Morland,
William Price, John Dashwood, Margaret Dashwood

Parents: Mr. Bennet, Sir Walter Elliot, Lieutenant Price, Mr. Woodhouse, Mrs. Bennet,

Mrs. Dashwood, Mrs. Price, Mrs. Morland, Lady Betram, Mrs. Notris,

Sir Thomas Bertram, Lady Russell

Table 2: Narrative Roles benchmark summary

way (Wickham in Pride and Prejudice; Willoughby in Sense and Sensibility); in other cases,
the character lies to conceal an ulterior motive (William Elliot in Persuasion; Frank Churchill
in Emma). In one case, this character spreads lies about the heroine herself (John Thorpe in
Northanger Abbey).

Rivals and Wooers. In all but one novel (Northanger Abbey), there is a female character who
serves as an alternate love interest for the hero (rivals). Similarly, in every novel but Sense &
Sensibility, there is at least one male character who unsuccessfully courts the heroine (wooers).

Family roles.  Austen’s novels are concerned with domestic settings and interactions within a
relatively confined society. As a result, there are numerous family members. AustenAlike looks
at two groups: parents and siblings. The parents group includes some non-parent characters who
serve a guardian role; for instance, in Mansfield Park, the heroine is raised in her uncle’s family,
so her aunts and uncle are included in addition to her birth parents. Similarly, AustenAlike
includes Lady Russell from Persuasion, who mentors Anne Elliot after her mother’s death, and
the Allens in Northanger Abbey, who serve as Catherine Morland’s temporary guardians during
her stay in Bath.

3.3 Wisdom-of-the-Experts Character Pairs

The final part of AustenAlike explores characters who have been identified as similar by literary
scholars. It uses a wisdom-of-the-crowds approach, but with an expert crowd: authors of articles
published in Persuasions, the Jane Austen Society of North America’s peer-reviewed journal.

Pairwise character comparisons were manually extracted from 43 volumes of Persuasions. All
instances of a similarity or shared property of two characters discussed in an article were ex-
tracted. When an article mentioned a similarity between more than two characters, all pairings
from the set were added. The resulting dataset contains 5740 character comparison pairs.

The identified comparisons are diverse, encompassing traits from the other benchmarks, such as
rank, age, and narrative role, as well as more nuanced commonalities. For instance, Persuasions
authors describe Edward Ferrars and Frank Churchill as similar because both are secretly en-
gaged; Emma Woodhouse and Lady Catherine de Bourgh because they oversee charitable work;
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and Isabella Thorpe and Lydia Bennet because of their flirtatiousness. These expert-identified
pairings provide a comprehensive view of character similarity.

IV BUILDING COMPUTATIONAL REPRESENTATIONS OF CHARACTER

Yang and Anderson [2024] build computational representations of character from the features
extracted using two literary pipelines: BookNLP and FanfictionNLP. They construct vector
representations for each feature type: for BookNLP, events, quotes, and modifiers; for Fan-
fictionNLP, quotes and assertions. My extended experiments also consider combinations of
features. I explore representations based on all FanfictionNLP features; all BookNLP features,
and the combined features of both pipelines. I also explore representations based on textual
descriptions of characters generated by GPT-4, for a new LLM-based baseline.

4.1 Character Mentions

The first step in extracting character features is to identify and disambiguate character mentions.
I use each pipeline to identify character mentions, perform coreference resolution, and aggre-
gate character mentions. I then merge and filter character clusters using a handwritten alias map
for Austen character names.

This step is necessary because both pipelines mainly cluster characters by proper names, but
Austen characters are often referred to differently by various characters. For instance, Elizabeth
Bennet from Pride and Prejudice is called Lizzy by her family members, Miss Eliza Bennet by
Caroline Bingley, and either Miss Bennet or Miss Elizabeth Bennet by acquaintances, depending
on whether her elder sister is present.

4.2 Feature Extraction

Next, the two pipelines are used to extract the features associated with each character. The
output is a JSON file with lists of each kind of feature associated with a character ID. BookNLP
identifies the events that characters participate in and their role (agent or patient); modifiers that
are used to describe the character; and quoted speech of the character. FanfictionNLP extracts
quotations and assertions. Assertions are descriptions of characters, like modifiers, but they can
consist of spans of text rather than single words.

The quantity of each feature extracted varies according to the prominence of each character.
For a main character like Elinor Dashwood from Sense and Sensibility, BookNLP identifies
125 modifiers, 2051 events, and 435 quotes, and FanfictionNLP identifies 1076 assertions and
501 quotes. For a minor character like her youngest sister, Margaret Dashwood, BookNLP
identifies only 3 modifiers, 11 quotes, and 35 events, and FanfictionNLP identifies only 14
assertions and 2 quotes.

4.3 Feature Embeddings

Once the features have been extracted, I use them to construct vector representations of the
characters. Vector representations are commonly used for semantic representation because they
can capture multiple dimensions of meaning: each element of a vector can correspond to a
different aspect of meaning (or in this case, character). Moreover, similarity can be measured
as distance in the vector space, allowing for easy similarity comparisons.

To construct these vector representations, I retrieve contextualized embeddings for each kind of
feature from a neural network model. Embeddings are vector representations that come from
the activations of the neural network layers, typically, from the last layer before the prediction
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layer. These embeddings are vector representations of a word’s meaning within the context of
the piece of text that is used as input to the model.

For events and modifiers, which are single words, I retrieve a contextualized embedding of the
word in its context (the sentence surrounding it) using TS5 (11B) [Raffel et al., 2020], a large
language model that performs well on embedding tasks. For quotes and assertions, I retrieve
sentence embeddings using NV-Embed (7.85B) [Lee et al., 2024], which is better-suited for
embedding longer spans of text.

Next, each kind of feature embedding is centered by subtracting the mean of all embeddings for
the feature. This reduces noise and makes the comparisons more numerically stable.

4.4 Constructing Representations

For each feature and character, I construct a character representation by averaging the embed-
dings of the character’s features. For events, I average the character’s agent events and patient
events separately and concatenate the vectors.

Yang and Anderson [2024] use this technique to produce 5 representations per character: an
assertion vector, a modifier vector, an event vector, and two quote vectors (one per pipeline).

My extended experiments explore combinations of features. 1 construct an all-features repre-
sentation by concatenating all 5 vectors produced by Yang and Anderson [2024]. For characters
where the pipeline failed to identify any instances of a particular feature, I use a dummy vec-
tor of all zeros. This is an appropriate neutral choice since all the vectors have been centered
around the mean.

I also explore vectors composed of all BookNLP features; all Fanfiction features; all quotes;
and modifiers plus assertions. These last two allow us to quantify the overlap between the
features extracted from each pipeline. If the combined quote vectors do not outperform the
single pipeline quote vectors, this would tell us that each pipeline extracts the same information
from quotations.

4.5 GPT-4 comparisons

Yang and Anderson [2024] provide a non-featured based comparison by querying a pretrained
large language model, GPT-4 [Achiam et al., 2023], for character similarity rankings. Given the
popularity of Austen’s work, we can assume that GPT-4’s training data contains all six novels,
as well as many web pages discussing them.

Yang and Anderson [2024] extracted character similarities using three prompting approaches.
They asked GPT-4 to select the most similar character from a list of all benchmark characters;
to select the most similar character and explain its choice; and to choose the ten most similar
characters from a list of all benchmark characters.

I add an additional large language model baseline by using GPT-4 to generate textual descrip-
tions of each character, and then using NV-Embed (7.85B) to produce embeddings from each
description. An example interaction is shown in Appendix A. This method produces vector
representations of characters that are more directly comparable to the feature-based represen-
tations. I also present an analysis of the kinds of information that GPT-4 uses in its reasoning-
based ranking versus its textual descriptions of characters (Section [X).
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V  EVALUATING CHARACTER SIMILARITY

The AustenAlike benchmark contains three subsets that capture different aspects of character
similarity. For the social and narrative roles benchmarks, we are interested in the similarity
between characters in the same groupings. For the expert benchmark, we are interested in
whether the characters that are most similar to a target character are the same as those with
whom experts pair them.

Vector similarity. The representations capture different aspects of the characters as different
dimensions in a vector space. Similar character vectors will be closer to each other in this space.
I adopt a commonly used distance metric to assess the similarity of the character representations:
cosine similarity.

Cosine similarity is the cosine of the angle between two vectors. It is computed by taking the dot
product of two vectors and normalizing by the product of their lengths. Consequently, cosine
similarity does not capture differences in magnitude.

1. Cosine Similarity: S.(A,B) = Mﬁﬁ
Cosine similarity ranges from -1, which indicates orthagonal vectors, to 1, for completely sim-

ilar vectors.
5.1 Grouping evaluation

The Social and Narrative benchmarks define groupings of characters. I explore how strongly
these groupings are captured by computational character representations using two evaluation
metrics.

In-group Cosine Similarity. I explore whether characters are more similar to characters
within their group than those outside of their group. I compute the average cosine similarity
between a grouped character and all other group members, and compare it to the average cosine
similarity between the character and non-group characters.

I call this in/out-group cosine similarity difference.
2. In-group Similarity: mean .crg m where ? is the target character and c is a character
in their narrative role group RG.
3. Out-group Similarity: mean ¢ RG% where ¢ is the target character and c is a char-

acter outside of their narrative role group RG.

Most Similar Character. I also ask whether very similar characters come from the same
groups. I count how often the single character with highest cosine similarity to the target char-
acter belongs to the same group.

5.2 Pairing evaluation

For the Expert benchmark, I measure the extent to which the cosine similarities of each kind of
representation align with the expert-identified pairs using three metrics:

Correlation. I look at the correlation between cosine similarity of two character represen-
tations and the number of times experts describe the two characters as similar. I calculate
Pearson’s p to measure the strength of the correlation between the count of expert pairings and
the cosine similarity of the paired character representations.

Ranking similarity. Literary experts may be more interested in identifying highly similar
characters than in quantifying degrees of dissimilarity. I identify the ten most similar characters
according experts and to cosine similarity, and compute the alignment between the lists using
Jaccard similarity. Jaccard similarity measures the intersection of the groups divided by their
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Figure 2: Narrative Role Benchmark: Mean cosine similarities between same-group characters and other
characters, Yang and Anderson [2024] representations.

union. If the two lists are completely different, their Jaccard similarity is O; if they mostly
agree, it is close to 1. This is a more appropriate metric than alternatives for ranked data, like
the Kendall correlation coefficient, because the rankings may contain different characters.

Top character in ten-most similar.  Finally, I focus on the top expert-identified pairings.
I count how often the character who experts pair most with a target character has one of the
ten highest cosine similarities to the target character. Given that there are 109 characters in
AustenAlike, there is a 4.7% chance for the model to succeed by random guessing.

VI NARRATIVE ROLES BENCHMARK

The narrative roles benchmark explores similarity between characters who play similar roles in
the plot of a novel. Are heroines similar to other heroines? Are parents similar to other parents?
If parents are described similarly to other parents, assertion- and modifier-based representations
should capture their similarity; if they say and do similar things as other parents, their quote-
and event-based representations should be similar.

My extended experiments also explore how much information is captured about narrative role
similarity by each pipeline; by all features extracted by pipelines; and by GPT-4-generated
descriptions of the characters.

6.1 Are same-role characters more similar?

One way of exploring the narrative roles benchmark is to ask whether characters are more
similar to characters that share their narrative role than they are to characters who do not play
this role.

To measure this, I compare the average cosine similarity of representations within a narrative
role group with their average cosine similarity to non-group members. I compute the in-group
and out-group scores for each character in a target role group and average them.

6.1.1 Previous findings

Figure 2 plots the cosine similarity for characters within the same narrative role group compared
to characters outside of the group for Yang and Anderson [2024]’s representations.
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Figure 3: Narrative Role Benchmark: Mean cosine similarities between same-group characters and other
characters, extended representations.

Yang and Anderson [2024] previously found that event- and assertion-based representations
are the best at showing dissimilarity for characters outside of the role group. The Fanfic-
tionNLP quote-based representations show the weakest differences between in-group and out-
group members.

6.1.2 Extended results

Figure 2 plots the cosine similarity for characters within the same narrative role group compared
to characters outside of the group for the new representations, including the GPT-4-generated
textual descriptions.

For most categories, the best-performing combined representation is the one derived from all
features, following by the combined BookNLP representation. However, neither of these repre-
sentations capture narratological role similarity more strongly than the BookNLP event repre-
sentations, suggesting that the other features do not add much more information.

There is little difference between the combined modifier representations and the BookNLP
modifier-based representations, suggesting that the FanfictionNLP assertions do not add much
information. On the other hand, the combined quote representations do better than either origi-
nal quote-based representation at capturing in-group similarity for Heroines, Rivals, and Heroes,
suggesting that each pipeline captures different quotes with relevant narratological information.

The GPT-4 textual description-based representations do not capture in-group similarity more
than the feature-based representations. However, they do capture out-group dissimilarity more
strongly than many of the feature-based representations.

6.2 Is the most similar character from the same group?

In addition to exploring overall differences between in-group and out-group members, I also
look at whether the single most similar character to a target character belongs to the same
narrative role group. For each character in a role group, I count how often the character with
highest cosine similarity belongs to their role group.

Feature-based representations can be skewed towards same-novel similarity: for instance, char-
acters in Northanger Abbey are more likely to engage in reading events since this is a theme of
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System Hero | Heroine | Deceiver | Rival | Wooer | Parent | Sibling
FanfictionNLP Assertions | 0.14 | 0.36 0.17 0 0 0.18 0.25
BookNLP Events 007 |1 0.33 0.08 | 0.17 0.36 0
BookNLP Modifiers 0 0.86 0.33 025 |0 0.27 0.18
BookNLP Quotes 0.07 | 0.64 0.33 0.17 | 0.25 0.09 0
FanfictionNLP Quotes 0.14 | 0.21 0 008 |0 0.14 0.08
GPT-4 043 | 043 0.5 0 0 0.33 0.25
GPT-4 Reasoning 086 |1 0.83 0.17 | 0.5 0.42 0.08
GPT-4 Textual Description | 0.21 | 0.5 0.33 0 0.17 0.42 0.38
All BookNLP 021 |1 0.42 0.25 | 0.5 0.27 0
All FanfictionNLP 0.14 | 0.43 0.17 0.08 | 0.08 0.09 0.13
All Features 021 |1 0.42 0.25 | 0.5 0.27 0.08
All Modifiers 007 |1 0.33 0.25 | 0.08 0.18 0.17
All Quotes 0 0.71 0.08 0.17 |0 0.18 0.08

Table 3: Narrative Role Benchmark: Average occurrence of most similar character in same narrative role
group, all characters.

the novel. Qualitatively, I observe that GPT-4 is also somewhat biased towards drawing com-
parisons with characters in the same novel. I therefore present results both with (Table 3) and
without (Table 4) characters from the same novel.

6.2.1 Previous findings

The strength of narratological similarity varies greatly by role: heroines are more often similar
to heroines for all of Yang and Anderson [2024]’s single feature representations, while other
groups have lower rates of same-group membership. This is true regardless of whether same-
novel characters are excluded.

Among the single feature representations, the BookNLP quote representations capture narrative
role similarity better than the FanfictionNLP quote representations, perhaps because BookNLP
is trained on literary fiction. However, FanfictionNLP assertions perform competitively in two
of the most challenging categories for feature-based representations, Hero and Sibling.

Excluding same-novel characters tends to help feature-based representations more than the
GPT-4-derived rankings. We see that GPT-4, when asked to justify its decision, is more sensitive
to narrative role than the feature-based representations in about half of the categories. However,
without reasoning-prompting, it is not reliably better than the feature-based representations: it
never selects wooers and parents as most similar to other wooers and parents.

Qualitatively, a challenging aspect of this benchmark seems to stem from young single charac-
ters with different narrative roles. Like heroes and heroines, deceivers, wooers, and rivals tend
to be unmarried and of a similar age. Heroes tend to be similar to deceivers (10/69 out-group
cases) and vice versa (12/50 out-group cases), and rivals to heroines (26/64) and vice versa
(6/31 out-group cases), aligning with the social characteristics of each set. The error patterns
for the remaining categories seem less clear, perhaps reflecting the limited mentions of parent
characters and the more heterogeneous characteristics of siblings.

6.2.2 Extended findings

When we consider combined representations, we see that the all-feature and all BookNLP rep-
resentations capture the most similarity by narrative role, with the highest scores in two of the
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System Hero | Heroine | Deceiver | Rival | Wooer | Parent | Sibling
FanfictionNLP Assertions | 0.29 | 0.43 0.33 0 0 0.18 0.29
BookNLP Events 0 1 0.36 0.09 | 0.18 0.35 0
BookNLP Modifiers 0 0.86 0.33 0.2 0 0.27 0.18
BookNLP Quotes 0.13 | 0.78 0.57 0.33 | 043 0.08 0
FanfictionNLP Quotes 0 0.43 0 0.14 |0 0.18 0.08
GPT-4 0.67 |1 0.75 0 0 0.43 0.5
GPT-4 Reasoning 1 1 0.83 0.17 | 0.5 0.45 0
GPT-4 Textual Description | 0.43 | 0.71 0.67 0 0.33 0.5 0.46
All BookNLP 022 |1 0.45 0.22 | 0.55 0.32 0
All FanfictionNLP 0 0.57 0.33 0.17 | 0.17 0.09 0.08
All Features 025 |1 0.45 0.22 | 0.55 0.25 0.10
All Modifiers 0.1 1 0.36 0.22 | 0.11 0.19 0.17
All Quotes 0 0.89 0.17 033 |0 0.18 0.08

Table 4: Narrative Role Benchmark: Average occurrence of most similar character in same narrative role
group, characters from same novel excluded.

seven categories.

The combined quote representations again perform better on this metric than either the Fan-
fictionNLP quote representations or the BookNLP quote representations, suggesting that each
pipeline captures different quote information. The combined modifier representations also do
better than the individual assertion and modifier representations in most categories.

Surprisingly, however, the all-feature representations do not reliably capture stronger narrato-
logical similarity than the combined BookNLP representations; this suggests that the Fanfic-
tionNLP features do not contribute much new information.

The GPT-4 generated descriptions do not seem to align as strongly with narratological similar-
ity as GPT-4’s reasoning-prompted rankings, though they have high scores in the Parent and
Sibling categories, where feature-based representations do not seem sensitive to narratological
similarity.

VII SOCIAL BENCHMARK

The second AustenAlike benchmark evaluates character similarity on the basis of social charac-
teristics. It groups characters based on five demographic features: rank, wealth, gender, age, and
marital status. Modifiers and assertions may directly describe these characters. However, given
that a character’s social status delimits the set of actions and utterances available to them, event-
and quote-based representations may also reflect similarities based on these characteristics.

7.1 How similar are characters with shared social characteristics?

I first explore whether characters within the same group in each of the social categories are most
similar to each other by comparing in-group and out-group cosine similarities.

7.1.1 Previous findings

Figure 4 plots the average cosine similarity for characters within the same social group com-
pared with non-group members for Yang and Anderson [2024]’s original representations.
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Figure 4: Social Benchmark: average differences in cosine similarity between same-group characters

and other characters by social role group, Yang and Anderson [2024] representations.

The event-based representations are the most reliable for distinguishing social similarity. Gen-
der shows the sharpest in-group/out-group differences for all three categories, followed by in-
come. Quote-based representations struggle to capture similarity by social group: the Fanfic-
tionNLP quote-based representations do not capture differences for any of the criteria, while
the BookNLP quote-based representations show only a (weak) in-group/out-group difference
for income.

7.1.2 Extended results

Figure 5 plots the average cosine similarity for characters within the same social group com-
pared with non-group members for the extended representations. The combined BookNLP and
all-features representations capture in-group similarity strongly in most categories.

The combined assertion and modifier representations capture similarity well in the Gender and
Income categories, with particularly strong differences between same-gender and different-
gender characters. Combining these features is very effective because the Fanfiction assertions
show strong out-group dissimilarities, while the BookNLP modifiers capture strong in-group
similarities.

The GPT-4 textual description representations also capture social similarity fairly well. They
show some of the strongest dissimilarities for non-group members, but their in-group similar-
ities are weaker than the combined feature-based representations in most categories (though
stronger than many of Yang and Anderson [2024]’s single feature representations).

7.2 Is the most similar character from the same group?

I also focus more narrowly on the top-most similar character. Table 5 shows how often the char-
acter with the highest cosine similarity to the target character occurs in the same social group
for all characters, while Table 6 shows the same results with same-novel characters excluded.

7.2.1 Previous findings

Yang and Anderson [2024] find that top character representations most commonly share gen-
der and then marital status. This makes sense, since Austen’s plots center around courtship:
these key aspects of identity should be reflected in how they are described and the events they
participate in.
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Figure 5: Social Benchmark: average differences in cosine similarity between same-group characters
and other characters by social role group, extended representations.

They also find that GPT-4’s similarity judgments align with social characteristics more strongly
than any of their single-feature representations. Quote-based representations do not seem to
capture similarity by social characteristics as well as the other feature-based representations in
most categories.

7.2.2 Extended results

The combined representations show little advantage over single-feature representations. The
all-feature and all BookNLP representations seem to capture only as much about social similar-
ity as the BookNLP modifier and event representations.

On the other hand, the embeddings based on GPT-4’s textual descriptions of characters capture a
lot of information about social similarity. They show comparable scores to the GPT-4 reasoning
comparisons in all but one category (Age) when same-novel characters are omitted, and higher
similarity by Income.

VIII EXPERT BENCHMARK

The last portion of the AustenAlike benchmark explores more nuanced aspects of character sim-
ilarity using an expert wisdom-of-the-crowd approach. The expert benchmark contains counts
of character similarity pairings that occur in Persuasions. I compare these pairing counts to the
cosine similarity between the computational representations of the two characters to evaluate
how well computational representations aligns with expert judgments of character similarity.

If computational representations actually capture how similar two characters are, we expect
their cosine similarity to correlate strongly with how often experts discuss the two characters as
similar.

8.1 Does cosine similarity correlate with expert judgments?

I examine how well computational character representations align with expert judgments by
measuring the correlation between expert character pairings and cosine similarity. High quality
computational representations should produce higher cosine similarity between the characters
that are more frequently deemed similar by experts. Table 7 shows the correlation between
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System Age | Gender | Income | Marital Status | Rank
FanfictionNLP Assertions | 0.18 | 0.75 0.13 0.52 0.41
BookNLP Events 0.23 | 0.77 0.13 0.51 0.30
BookNLP Modifiers 0.21 | 0.78 0.07 0.46 0.19
BookNLP Quotes 0.09 | 0.58 0.15 0.40 0.34
FanfictionNLP Quotes 0.10 | 0.49 0.05 0.37 0.34
GPT-4 0.26 | 0.80 0.21 0.52 0.42
GPT-4 Reasoning 0.32 | 0.98 0.07 0.58 0.39
GPT-4 Textual Description | 0.25 | 0.69 0.14 0.65 0.54
All BookNLP 0.23 | 0.79 0.08 0.47 0.22
All FanfictionNLP 0.13 | 0.63 0.13 0.46 0.37
All Features 0.22 | 0.79 0.12 0.47 0.21
All Modifiers 0.20 | 0.74 0.06 0.44 0.20
All Quotes 0.13 | 0.48 0.09 0.51 0.30

Table 5: Social Benchmark: average occurrence of most similar characters in the same social group by
character representation. Characters from same novel are included.

System Age | Gender | Income | Marital Status | Rank
FanfictionNLP Assertions | 0.16 | 0.9 0.02 0.5 0.34
BookNLP Events 0.23 | 0.76 0.07 0.51 0.29
BookNLP Modifiers 0.22 | 0.80 0.05 0.46 0.19
BookNLP Quotes 0.06 | 0.63 0.15 0.42 0.26
FanfictionNLP Quotes 0.13 | 0.54 0.02 0.3 0.25
GPT-4 0.25 | 091 0.12 0.56 0.31
GPT-4 Reasoning 0.34 | 0.98 0.03 0.60 0.38
GPT-4 Textual Description | 0.25 | 0.99 0.07 0.62 0.38
All BookNLP 0.25 | 0.80 0.07 0.48 0.22
All FanfictionNLP 0.12 | 0.73 0.07 0.41 0.32
All Features 0.22 | 0.79 0.07 0.47 0.19
All Modifiers 0.21 | 0.77 0.03 0.45 0.19
All Quotes 0.15 | 0.47 0.04 0.49 0.18

Table 6: Social Benchmark: average occurrence of most similar characters in the same social group by
character representation. Characters from same novel are excluded.

expert pairing counts and cosine similarity for each of the computational representations, in-
cluding both Yang and Anderson [2024]’s single-feature representations and my combined rep-
resentations.

8.1.1 Previous findings

Yang and Anderson [2024] observe moderate positive correlations between the cosine similarity
of character representations and the number of expert similarity pairings. Of their single-feature
representations, the BookNLP events correlate most strongly with expert pairings, while the
FanfictionNLP quotes correlate less strongly. This converges with their social and narratological
similarity findings. However, none of the feature-based representations are strongly correlated
with expert judgments.
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Dataset Pearson’s p | Jaccard Similarity | Top in Top 10
FanfictionNLP Assertions | 0.29 0.03 0.69
BookNLP Events 0.40 0.02 0.34
BookNLP Modifiers 0.28 0.01 0.29
BookNLP Quotes 0.27 0.03 0.56
FanfictionNLP Quotes 0.15 0.02 0.49
GPT-4 - - 0.52
GPT-4 Reasoning - - 0.56
GPT-4 Top Ten List - 0.02 -
GPT-4 Textual Description | 0.36 0.03 0.80
All BookNLP 0.37 0.02 0.40
All FanfictionNLP 0.29 0.03 0.65
All Features 0.40 0.02 0.39
All Modifiers 0.31 0.02 0.28
All Quotes 0.32 0.03 0.52

Table 7: Expert Benchmark: measures of alignment between expert pairing counts and computational
similarity.

8.1.2 Extended results

Yang and Anderson [2024] find that none of the single feature representations correlate strongly
with the expert pairing counts. I find that combining multiple kinds of features does not im-
prove over single feature representations. This is disappointing, as each kind of feature might
in principle capture different information about character similarity. However, we find that
the all-feature representations have the same medium correlation with expert judgments as the
BookNLP events alone (p=0.4). Figure 6 shows an example of how two representations corre-
late with the twelve characters that experts compare most frequently to Elizabeth Bennet from
Pride and Prejudice.

The combined BookNLP and combined FanfictionNLP features do not outperform the best
single feature representations from their respective pipelines. This suggests that adding less
informative features does not improve the representations, and can even hurt them: the com-
bined BookNLP features have a slightly weaker correlation than the BookNLP events alone.
Although combining multiple feature types does not seem to help, the combined quote rep-
resentations and combined modifier representations do perform better than their single-feature
components. This shows that combining information extracted by different tools can be helpful.

Yang and Anderson [2024]’s previous language model-based results could not be directly corre-
lated with the expert pairing counts, since they took the form of top character selections or lists,
rather than similarity scores for each character pair. The GPT-4 textual description-based vector
representations, on the other hand, can be directly correlated like the feature-based representa-
tions, providing a more straightforward comparison. I find that the GPT-4 textual descriptions
do not correlate any more strongly with expert judgments than the feature-based representations.

8.2 Is there agreement on the most similar characters?

Correlations between cosine similarity and expert pairing counts may be skewed by very dissim-
ilar characters, whose expert pairings are few. Consequently, I look at two additional measures
of agreement for the most similar characters.
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similarity of select representations for Elizabeth Bennet.

Table 7 shows the average Jaccard

similarity the top ten sets for Yang and Anderson [2024]’s single-feature representations. If
the highest ten cosine similarities are for the same characters that experts pair most frequently,
then the Jaccard scores should be high. However, we observe uniformly low Jaccard scores,
indicating that cosine similarity tends not to identify the same set of highly similar characters
as experts. GPT-4 does not appear any more successful at identifying expert-aligned similar
characters than the feature-based approaches, despite its success in identifying socially and
narratologically similar characters.

Yang and Anderson [2024] also explore how often the single character that experts compare
most to a target character occurs within the target’s top ten closest representations by cosine
similarity. They find that the expert benchmark is challenging even by this very lenient metric.
GPT-4 includes the expert top character in its top ten list only half of the time. The best feature-
based representation, FanfictionNLP assertions, include it 69% of the time.

8.2.2 Extended results

Neither the combined feature representations nor the GPT-4 generated textual descriptions
achieve high Jaccard similarity scores when compared to the expert rankings. This shows that
computational representations and experts do not tend to agree on the top ten most similar char-
acters to a target character.

There is no observable advantage from combining feature-based representations; however, we
also do not see any improvement for the GPT-4 embeddings over feature-based representations.
This illustrates the large gap that remains between similarity by computational representations
of character, pretrained LLM understanding of character similarity, and expert evaluations.

When we explore the most lenient measure, whether the top expert-paired character occurs in
the list of ten closest characters, the GPT-4 textual descriptions have a strong advantage over
other computational representations.
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IX HOW DOES GPT-4 REASON ABOUT CHAR-
ACTERS?

In this section, I explore the reasons that GPT-4 gives for its character comparisons. Above
we have seen that GPT-4’s judgments of Austen character similarity correlate only moderately
well with expert judgments. There could be several reasons for the lack of alignment, including
reliance on different aspects of character similarity and incorrect or incomplete knowledge of
Jane Austen’s characters.

I explore the quality and nature of the evidence that GPT-4 uses for its similarity judgments by
manually coding the reasoning chains that GPT-4 produces when prompted to provide reason-
ing. The qualitative coding considers the five aspects of social similarity explored in the Social
benchmark; two aspects of narratological similarity, narrative role and growth over the course
of the novel; and multiple aspects of similarity that experts might identify, including person-
ality traits, actions, values, appearance, and goals. This produced twelve codes for aspects of
character similarity.

In addition, I identify three kinds of errors that the model makes: misidentification of the target
character; comparison to a character not included in the AustenAlike set; and factually incorrect
information about character properties. This resulted in a total of 15 codes.

Figure 8 shows the frequency of each coding category in GPT-4’s reasoning responses. Most
reasoning chains contain some comparison of the personality traits of the two characters. GPT-
4 also frequently references characters’ values. For instance, it describes Elizabeth Bennet
and Anne Elliot as similar because each “values personal integrity,” while Mrs. Dashwood and
Isabella Knightley “place a high value on family.” GPT-4 also draws comparisons of characters’
goals, particularly for characters who are focused on social advancement. Action comparisons
mainly focus on characters who are very social, such as Mr. Weston and Sir John Middleton,
who “enjoy hosting social gatherings.”

Comparisons of social characteristics are relatively less frequent. The most commonly men-
tioned are rank and income, but these are also one of the most frequent sources of factual errors.
GPT-4 describes Miss Bates as a widow, even though she is unmarried in the novel Emma; Dr.
Grant is described as a medical man rather than a clergyman; and Catherine Morland is de-
scribed as similar to Harriet Smith in social standing, when in fact Harriet Smith is illegitimate
and has no known fortune, while Catherine Morland’s family is comfortably affluent.
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Overall, the qualitative exploration of

GPT-4’s reasoning shows that GPT-4

largely relies on personality traits and values to assess character similarity. Given that these
are nuanced aspects that experts may also discuss, the lack of alignment between expert judg-
ments and GPT-4’s similarity judgments is surprising. However, GPT-4’s 10% error rate in
assessing character traits likely affects the quality of its comparisons.

X CONCLUSION

I extend Yang and Anderson [2024]’s evaluation of feature-based computational representations
of characters from the works of Jane Austen. I revisit Yang and Anderson [2024]’s three-part
AustenAlike benchmark to evaluate vector representations of characters built from multiple
kinds of features. My results show little consistent advantage from combining features, sug-
gesting that each kind of feature captures similar information about characters. On the other
hand, there are cases where combining the same kind of feature extracted by multiple pipelines
improves performance.

I provide a clearer comparison with large language model capabilities. Rather than prompting
the model to rank character similarity directly, I generate textual descriptions of each character
using GPT-4 and embed them using the same performant textual embedding model used for
feature-based representations. This allows for a more direct comparison with feature-based rep-
resentations. My results reveal that GPT-4’s textual representations outperform other methods
in the challenging expert benchmark: they place the expert-identified top character in the top
ten most similar characters 80% of the time. However, even these representations do not display
a strong correlation with expert judgments overall, showing that there is considerable room for
improvement in computational representations of character.

LIMITATIONS

My approach has a number of limitations:
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Noisy Character Data. Pipelines like FanfictionNLP and BookNLP produce character clus-
ters with some amount of inconsistency and error. In some cases, pipelines fail to resolve
multiple ways of referring to the same character (Miss Tilney, Eleanor Tilney). 1 post-process
the output with a manually-created Austen-specific alias map. To extend this work to other
works of literature, this post-processing step would need to be recreated.

Missing Characters.  Both pipelines failed to extract features for some characters included in
the AustenAlike benchmark. BookNLP failed to identify twelve characters and FanfictionNLP
failed to identify four. For combined feature-based representations, I use a dummy vector of all
zeros when a certain kind of feature is missing for a character. This is appropriate because I
center all embeddings on the mean. I exclude characters from analysis for whom no representa-
tion could be built. This was most impactful in the siblings and parents subsets of the narrative
roles benchmark.

Generalizability.  Although I find that GPT-4 textual description-based representations per-
form best on the challenging expert benchmark, it is important to note that their performance
likely depends on the fact that Austen’s work is extremely well-represented online. We can
expect much weaker performance of large language model methods for less prominent authors;
for more obscure works of fiction, feature-based representations might perform best. This is an
important direction for future work to explore.
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A FURTHER DETAILS OF GPT-4 EXPERIMENTS

I run three experiments to extract character similarities from GPT-4: a top character experiment, a top character ex-
periment with reasoning, and a top ten characters experiment. I run each experiment five times at temperature=0.2.

The prompts are shown below (full list of characters omitted for readability). ¢ represents the name of the target
character, and clndex is that character’s number in the list.

Top Character Prompt
System message: Consider the following list of Jane Austen characters:

1. Anna Weston
2. Augusta Elton

108. Sir John Middleton
109. Thomas Palmer

User: Which character is ¢ most similar to (other than c)? Respond with only a number. Do not choose cIndex.

Example Assistant Response: 15
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Top Character with Reasoning Prompt
System message: Consider the following list of Jane Austen characters:

1. Anna Weston
2. Augusta Elton

108. Sir John Middleton
109. Thomas Palmer

User: Which character is c most similar to (other than c)? Describe your reasoning and then reply with the number
of the character. Do not choose cIndex.

Example Assistant Response: Augusta Elton is a character from Jane Austen’s ”Emma.” She is known for her
social climbing, pretentiousness, and somewhat overbearing nature. Given these traits, the character most similar
to Augusta Elton from the list, excluding herself, would be Caroline Bingley from ”Pride and Prejudice.”

Caroline Bingley is also known for her social ambitions, her desire to marry well, and her condescending attitude
towards those she considers beneath her. Both characters exhibit a sense of superiority and a keen interest in
securing advantageous social connections.

Therefore, the character most similar to Augusta Elton is Caroline Bingley.
The number of the character is 69.

Top Ten Characters Prompt

System message: Consider the following list of Jane Austen characters:

1. Anna Weston
2. Augusta Elton

108. Sir John Middleton
109. Thomas Palmer

User: List the 10 characters that are most similar to ¢ (other than c). Consider characters from all Austen novels.
Reply with just their numbers. Do not choose cIndex.

Example Assistant Response: 3, 4, 5, 8, 15, 18, 20, 24, 25, 26

Textual Description Prompt

System message: Consider the works of Jane Austen.

User: Write a couple of paragraphs describing the character of Catherine Morland from Northanger Abbey.

Example Assistant Response: Catherine Morland, the protagonist of Jane Austen’s ”Northanger Abbey,” is a
charming and relatable character whose innocence and imagination shape much of her journey throughout the
novel. She’s initially introduced as an unremarkable young girl with a love for gothic novels, which fuels her
vibrant imagination and romantic ideals. Catherine’s upbringing in a rural, unassuming environment contributes
to her naivety and lack of worldliness. However, what she lacks in sophistication, she makes up for with her
sincerity, amiability, and strong moral character.

As she ventures from her quiet life at Fullerton to the bustling city of Bath, Catherine’s experiences broaden her
perspective on the world and human nature. Her friendship with the vivacious Isabella Thorpe exposes her to
both the delights and deceits of society. Meanwhile, her infatuation with the enigmatic Henry Tilney provides a
more genuine and morally sound contrast to Isabella’s manipulative tendencies. Catherine’s stay at Northanger
Abbey, with its dark, mysterious allure, serves as the pinnacle of her imaginative fantasies. Yet, it is also where she
confronts the limitations of her overactive imagination and grows in emotional maturity. By the end of the novel,
Catherine emerges more perceptive and judicious, having navigated the complexities of social relationships and
personal growth. Through her earnestness and eventual self-awareness, Austen crafts Catherine Morland into a
character of endearing authenticity and depth.
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