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Abstract
The application of Large Language Models (LLMs) to low-resource languages and dialects, such as
Moroccan Arabic (MA), remains a relatively unexplored area. This study evaluates the performance
of ChatGPT-4, fine-tuned BERT models, FastText embeddings, and traditional machine learning ap-
proaches for sentiment analysis on MA. Using two publicly available MA datasets—the Moroccan Ara-
bic Corpus (MAC) from X (formerly Twitter) and the Moroccan Arabic YouTube Corpus (MYC)—we
assess the ability of these models to detect sentiment across different contexts. Although fine-tuned mod-
els performed well, ChatGPT-4 exhibited substantial potential for sentiment analysis, even in zero-shot
scenarios. However, performance on MA was generally lower than on Modern Standard Arabic (MSA),
attributed to factors such as regional variability, lack of standardization, and limited data availability. Fu-
ture work should focus on expanding and standardizing MA datasets, as well as developing new methods
like combining FastText and BERT embeddings with attention mechanisms to improve performance on
this challenging dialect.
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I INTRODUCTION

Sentiment analysis (SA) has achieved significant progress, enabling the extraction and interpre-
tation of human emotions from textual data for a wide array of applications, including social
media monitoring, market research, and political discourse analysis.

However, SA faces several challenges, such as the phenomena of data and concept drift Zhao
et al. [2022], particularly pronounced in the ever-evolving landscape of social media. Data
drift refers to changes in the statistical properties of the input data over time, while concept
drift indicates a deeper shift in the underlying meaning or interpretation of the data that the
model aims to predict. These drifts can lead to a decrease in the accuracy of SA models if not
addressed. For instance, the way people express sentiments online can evolve rapidly, making
previously trained models less effective. This necessitates ongoing monitoring and adaptation of
SA methodologies, including updating rule-based systems and dictionaries, as well as retraining
machine learning models to ensure they remain aligned with the shifting linguistic and cultural
contexts of web-based communication.
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While SA has seen substantial progress in major languages, its application to dialectal lan-
guages, such as MA, a regional variant of Modern Standard Arabic (MSA), has not received
much attention. MA is the main medium of communication among Moroccans. The unique
linguistic features of MA, including regional variations, colloquialism, borrowed words from
other languages, coupled with the use of multiple scripts (Arabic and Latin), present significant
challenges for SA. Previous SA research Elmadany et al. [2022] has predominantly focused on
corpora written in Arabic script despite the increasing prevalence of Latin script usage in online
communication, particularly on social media platforms.

Recent advancements in AI, particularly the emergence of LLMs, such as GPT-4 OpenAI
[2023], PaLM 2 Anil et al. [2023] and Falcon Penedo et al. [2023] offer potential solutions to
the challenges posed by data and concept drift in SA. These models, trained on vast and diverse
datasets and fine-tuned for various tasks, have demonstrated promising capabilities in SA Wang
et al. [2023], Inoue et al. [2021], Amin et al. [2023]. While some research has explored the
potential of LLMs for Standard Arabic sentiment analysis Al-Thubaity et al. [2023], no study
has so far evaluated the performance of LLMs on MA. This work conducts the first-ever evalu-
ation of ChatGPT’s performance on MA SA, offering valuable insights into the applicability of
LLMs in analyzing sentiment in Arabic dialects.

II RELATED WORK

The increasing availability data from social media platforms has greatly increased interest in
Arabic sentiment analysis (SA) research over the past decade. Speakers of Arabic dialects were
historically limited to using their dialects only when speaking. However, the emergence of so-
cial media has given Arabic speakers the ability and space to express themselves in writing as
well Darwish et al. [2021]. This has resulted in an abundance of informal, dialectal textual ma-
terial, as opposed to MSA formality. A multitude of datasets spanning multiple genres—mostly
tweets—have been created for Arabic SA, including Egyptian Nabil et al. [2015], Refaee and
Rieser [2014], Levantine Baly et al. [2019], Maghrebi Mdhaffar et al. [2017], as well as the
Saudi dialect Assiri et al. [2016]. Other datasets Al-Obaidi and Samawi [2016], Abdul-Mageed
et al. [2014] include several Arabic dialects in addition to MSA.

Arabic Sentiment Analysis has traditionally concentrated on rule-based techniques, much like
other languages ElSahar and El-Beltagy [2014], Al-Twairesh et al. [2016]. The main goal of
these techniques was to create sentiment lexicons. Arabic Sentiment Analysis has seen a rise in
interest in applying machine learning techniques in recent years. These techniques are less vul-
nerable to the drawbacks of lexicon-based techniques and are capable of identifying sentiment
patterns from a big corpus of text. To implement morphological and syntactic features, popular
machine learning techniques have been employed, such as Naı̈ve Bayes (NB), Support Vec-
tor Machines (SVMs), and K-Nearest Neighbor (kNN) classifiers Abdul-Mageed et al. [2014],
Duwairi and Qarqaz [2014], Abdulla et al. [2013].

Transformer-based models, such as BERT Devlin et al. [2018], ALBERT Lan et al. [2019],
XLNet Yang et al. [2019], and RoBERTa Liu et al. [2019], have been introduced and proved
successful in several natural language processing (NLP) applications. BERT and BERT-like
models achieved state-of-the-art performance on many NLP tasks, including sentiment analysis
in many languages Sun et al. [2019].

Abdul-Mageed et al. [2020], Antoun et al. developed two models, ARBERT and MARBERT,
pre-trained on a large collection of datasets in MSA and several Arabic dialects (Levantine, Mo-
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roccan Arabic, etc.). They reported new state-of-the-art results on the majority of the datasets
in their fine-tuning benchmark.

In addition to discriminative models, such as BERT, generative models have recently gained
prominence in NLP research. These models, such as GPT Radford et al. [2018], Brown et al.
[2020], T5 Raffel et al. [2020], and BLOOM Scao et al. [2022], are designed to create new text
samples. Multilingual and language-specific versions of these models have been developed. For
example, AraT5 Elmadany et al. [2022] and AraGPT-2 Antoun et al. are tailored for Arabic.
Generative models have demonstrated potential in tasks, such as text completion, translation,
summarization, and even sentiment analysis, where they can generate text that aligns with spe-
cific sentiments Al-Thubaity et al. [2023].

In this work, we evaluate the performance of ChatGPT-4 and transformer-based models on SA
of MA using the aforementioned open source datasets, namely MAC Garouani and Kharroubi
[2021] and MYC Jbel et al. [2023]. To our knowledge, this is the first-ever attempt to compare
the performance of these models on the MA SA task.

The structure of the rest of the paper is as follows: Section III presents the experimental
setup and the various experiments we conducted, datasets, and model architectures. Section
IV presents the experiments’ results and analysis. Section V provides concluding remarks and
future work.

III EXPERIMENTAL SETUP

Our research objective is to evaluate the capability of the ChatGPT model, some existing pre-
trained BERT models, and FastText Joulin et al. [2017] as sentiment analyzers for MA. To
assess this, we utilize the two datasets, MAC and MYC, designed for sentiment analysis. On
each dataset, we evaluate ChatGPT, fine-tuned BERT-based, and FastText models. Furthermore,
we compared the fine-tuned and pre-trained BERT-based models with the ChatGPT results. The
results of our experiments are compared with other related work.

We use gpt-4-turbo model by OpenAI 1 for both MAC and MYC datasets as a sentiment
analyzer for MA. We asked the model to predict the class of the given input tokens. Table 1
summarizes the parameters and the prompt used when calling the model.

Parameters temperature top p
Values 0.3 1

Table 1: GPT-4-turbo parameters with OpenAI API

The primary objective of our experiments is to assess the capabilities of generative models and
BERT-based models, as well as FastText for MA sentiment analysis. We evaluate the following
models:

• GPT-4, accessed via ChatGPT by OpenAI,
• Pre-trained/fine-tuned BERT-based models,
• FastText as text representation.
• Traditional machine learning classifiers

For GPT-4, we utilize the ChatOpenAI wrapper provided by LangChain framework 2 to send
prompts and receive responses. For BERT-based models, we fine-tune (full network or freezing

1https://openai.com/
2https://www.langchain.com/
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the model’s backbone) various existing models pre-trained on a large corpus in a variety of lan-
guages. Table 2 provides information on the BERT-based models we used for our experiments.

Model Name Pre-training Language Vocabulary Size
bert-base-multilingual-cased Multilingual 119547

bert-base-arabic Arabic 32000
darijabert-arabizi Arabic 110000

DarijaBERT Moroccan Arabic Dialect (Darija) 80000
bert-base-arabertv2 Arabic 64000

Table 2: BERT-Based Models and Pre-training Languages

3.1 Prompt Composition

The system prompts used for calling the GPT model for the MAC and MYC datasets are pre-
sented below.

MAC Dataset Prompt

<Predict the class of this Arabic review (e.g ternary classification),
whether it’s positive (return 2), neutral (return 1) or negative
(return 0) review. Please do not return anything other than that.>

MYC Dataset Prompt

<Predict the class of this Arabic review (e.g binary classification),
whether it’s positive (return 2) or negative (return 0) review. Please
do not return anything other than that.>

To facilitate prompt composition and enhance sentiment detection, we integrated LangChain
into our system. LangChain serves as a framework designed for the development of appli-
cations leveraging LLMs. Its primary objective is to empower developers with the seamless
integration of diverse data sources and the facilitation of interactions with other applications.
To achieve this goal, LangChain framework offers modular components, serving as abstrac-
tions, and customizable use of case-specific pipelines, referred to as chains. We also used a json
parser as part of the Chain-of-Thoughts to ensure getting exactly and only the class label when
invoking the model API. The prompt template is shown in Figure 1.

Prompt Model Output Parser Class Label

Figure 1: Chain-of-Thoughts used for Sentiment Analysis in Moroccan Arabic Dialect

The Prompt is the SystemMessage component followed by HumanMessage from Langchain
framework. The Prompt is then used to request the API, and the API response is then sent to
the JsonOutputToolsParser provided by the same framework to parse the response for
consistency.

3.2 Sentiment Datasets

For the aforementioned experiments, we use two datasets: the MAC 3 dataset, an MA corpus
consisting of 18000 manually labeled tweets, resulting in a lexicon-dictionary of 30000 words

3https://github.com/LeMGarouani/MAC
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labeled as positive, negative, and neutral. Table 3 below shows information about the pre-
processed MAC dataset. We had to remove tweets that have the class mixed (MSA and MA)
and missing values of the type column (when not labeled).

The complexity of Moroccan web content features a blend of Arabic and Latin script. This
dual-script usage in MA adds a layer of complexity that traditional sentiment analysis ap-
proaches might overlook. To evaluate our models on that type of MA, we used the MYC
dataset Jbel et al. [2023] 4, which contains 20k (raw data) comments scrapped from 50 Moroc-
can famous YouTube channels on different topics. Table 3 below showcases statistics about the
pre-processed MYC dataset.

It is worth mentioning that the pre-processed MYC shared by Jbel et al. [2023] is not really
pre-processed as they claimed in their paper. We tried to follow their pre-processing steps in
their paper, namely, remove empty comments, remove usernames, remove links (https and http
links), and remove unlabeled samples.

Dataset Size Tweet Class Arabic Type
Positive Negative Neutral Modern Standard Arabic Moroccan Arabic

MAC 18k 9888 3505 4039 12145 5287
MYC 16k 7427 8621 - - -

Table 3: The pre-processed MAC and MYC Dataset statistics

3.3 Models Architecture And Setup

For our experiments with BERT-based and FastText models, we employed a custom classifier
head, as illustrated in Figure 2 which consists of a sequential architecture incorporating linear
transformations, ReLU activation, Dropout for regularization, and a final Softmax layer for
classification. This classifier head was integrated with powerful pre-trained language models
like BERT, known for its contextual understanding capabilities. Specifically, the BERT model’s
output from the pooler was fed into our classifier, allowing us to leverage BERT’s deep se-
mantic representations. Additionally, we incorporated fastText embeddings, renowned for their
efficiency in handling morphologically rich languages like Arabic.

nn.Linear(input dim, hidden dim)

nn.ReLU()

nn.Dropout(0.1)

nn.Linear(hidden dim, num classes)

nn.Softmax()

Figure 2: Classifier head used for BERT-based models and FastText for text representation for SA.

For the BERT-based models shown in Table 2, we used the BERT backbone (freezed or trained
4https://github.com/MouadJb/MYC
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from scratch), the pooler output is fed to the classifier shown in Figure 2, and the Table 4 shows
the parameter values of the classifier head when used with BERT-based models.

input dim hidden dim num classes
768 512 3(MAC), 2(MYC)

Table 4: classifier head’s parameters with BERT-based models

We used FastText model facebook/fasttext-ar-vectors Joulin et al. [2016] to com-
pute the embeddings of a sentence. FastText is a library for efficient learning of word repre-
sentations and sentence classification. Table 5 shows the parameter values of the classifier head
when used with FastText model.

input dim hidden dim num classes
300 128 3(MAC), 2(MYC)

Table 5: classifier head’s parameters with FastText model

For the ChatGPT model, we evaluated the GPT-4-Turbo model on the pre-processed MACfull

and MYCfull with the parameters shown previously in Table 1 and prompt as discussed in Sec-
tion 3.1 for both datasets to see their performance on different datasets with different types and
sources (Twitter and YouTube).

For BERT-based models, we trained all the mentioned pre-trained BERT models shown in Table
2, We used stratified sampling to ensure a balanced class distribution across test and train sets.
We used MAC80% for training and MAC20% for evaluation. The same approach was applied to
the MYC dataset (ie., MYC80% for training and MYC20% for testing).

For the FastText model, we used MAC80%, MYC80% for training, and MAC20%, MYC20% for
testing.

In the following section IV, we present the results of the experiments, compare, and discuss the
evaluation results for each model and dataset.

IV RESULTS AND ANALYSIS

4.1 GPT-4 model via OpenAI

As discussed previously in Section 3.1 and 3.3, we evaluated the gpt-4-turbo model on
MACfull and MYCfull datasets, as well as on test subsets, MAC20% and MYC20% for comparison
purposes with other models.

Since the MAC dataset contains tweets in MSA and MA, we also aimed to evaluate the per-
formance of the model in each class. The following Table 6 summarizes the results of the
evaluation in MACfull and MACtest with 20% of the dataset.

As can be seen in Table 6, for both full and test sets, we notice that the GPT-4 model performs
well in tweets written in MSA, compared to those written in (MA). This difference in perfor-
mance can be attributed to several factors. Firstly, language uniformity plays a significant role.
MSA is a standardized and formal version of Arabic used in official communication, media, lit-
erature, and formal speeches. It has consistent grammar, vocabulary, and syntax, which makes
it easier for NLP models to learn and predict accurately. In contrast, MA varies significantly

Journal of Data Mining and Digital Humanities
ISSN 2416-5999, an open-access journal

6 http://jdmdh.episciences.org

http://jdmdh.episciences.org


Accuracy Precision Recall F1-score
MACfull

Modern Standard Arabic
0.710 0.741 0.710 0.713

Moroccan Arabic
0.690 0.714 0.690 0.688

MAC20%

Modern Standard Arabic
0.635 0.720 0.635 0.654

Moroccan Arabic
0.607 0.673 0.607 0.620

Table 6: GPT-4 model performance in MACfull and MAC20% across the type of class (MSA or MA).

across regions and often incorporates local slang, colloquialisms, and foreign words. This lin-
guistic diversity and lack of standardization make it challenging for models to perform con-
sistently. Secondly, the availability and quality of training data influence model performance.
Models, such as GPT-4 are often trained on large corpora that include a substantial amount of
MSA texts, given its prevalence in written and formal contexts. This extensive training on MSA
helps the model learn its patterns more effectively. On the other hand, there is generally less
training data available for dialectical variants due to their informal use and the vast regional
differences. This scarcity of training data can lead to poorer model performance on dialectical
texts.

In the MAC20% subset, the metrics for the Standard Arabic classifier show an accuracy of
0.6356, precision of 0.7205, recall of 0.6356, and F1 score of 0.6545.

To understand the challenges the model faces in classifying tweets, we examined the perfor-
mance across different sentiment classes: positive, neutral, and negative. Table 7 shows the
scores across each class (positive, negative, and neutral) on MAC20% set.

Class Precision Recall F1 Score
Modern Standard Arabic

Negative 0.80 0.85 0.82
Neutral 0.35 0.61 0.44
Positive 0.84 0.57 0.68

Moroccan Arabic
Negative 0.55 0.81 0.66
Neutral 0.38 0.50 0.43
Positive 0.85 0.58 0.69

Table 7: Performance metrics for Modern Standard Arabic and Moroccan Arabic tweets on MAC20%
set.

The classification reports 7 offer detailed insights into the performance of the model, providing
metrics such as precision, recall, and F1-score for each sentiment class. With respect to MSA,
the model demonstrates strong performance in identifying negative tweets, achieving high pre-
cision (0.80) and recall (0.85). However, it struggles with neutral tweets, as evidenced by the
lower precision (0.35) and recall (0.61), indicating difficulty in distinguishing neutral sentiment.
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Similarly, while the model exhibits high precision (0.84) in classifying positive tweets, the lower
recall (0.57) suggests that some positive tweets are misclassified as neutral or negative.

In the case of MA, the model achieves moderate precision (0.55) and recall (0.81) for negative
tweets, indicating reasonable performance in this class. However, the precision (0.38) and recall
(0.50) for neutral tweets are significantly lower, highlighting challenges in accurately predicting
neutral sentiment. Despite maintaining high precision (0.85) for positive tweets, similar to
MSA, the model struggles with recall (0.58), indicating misclassification issues.

A key observation from these reports is the consistent difficulty the model encounters with
neutral tweets across both MSA and MA. Lower precision and recall scores suggest that neutral
tweets are often misclassified as either positive or negative, indicating a need for improved
classification strategies for neutral sentiment. Additionally, while the model generally performs
better on negative and positive classes, the lower recall for positive tweets suggests a tendency
to miss some positive instances, possibly predicting them as neutral or negative.

In the remainder of this section, we evaluate the performance of GPT-4 on the MYC dataset,
purely dialectal data, Unlike the MAC dataset, MYC includes both Arabic and Latin script, as
discussed previously in Section 3.2

The following Table 8 summarizes the results of the evaluation on the full MYC dataset.

Accuracy Precision Recall F1-score
MYCfull

0.624 0.623 0.622 0.622
MYC20%

0.608 0.6087 0.608 0.607

Table 8: GPT-4 model performance in MYCfull and MYC20%

To understand the challenges encountered by the model in categorizing tweets, it is essential
to analyze its performance across various sentiment categories: positive and negative. Ta-
ble 9 presents the performance metrics for each sentiment class (positive and negative) on the
MYC20% dataset. The performance metrics for sentiment classification on the MYC20% dataset,
as shown in Table 9, highlight varying degrees of success in accurately classifying tweets into
positive and negative sentiment categories. The model achieves a precision of 0.647 and a recall
of 0.655 for negative tweets, indicating a relatively balanced ability to correctly identify nega-
tive sentiment instances while minimizing false negatives. Conversely, for positive tweets, the
precision is 0.597, indicating that a significant portion of the positively classified tweets may be
incorrect, while the recall is 0.588, suggesting a lower ability to capture all positive instances
present in the MYCfull dataset.

Class Precision Recall F1 Score
Negative 0.647 0.655 0.651
Positive 0.597 0.588 0.593

Table 9: Performance on MYCfull across each class.

To gain a clearer insight into ChatGPT performance across various classes and types of tweets,
we provide the confusion matrix of the MAC and MYC datasets in Appendix A.
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4.2 Fine-tuned BERT-based models

In this section, we explore the performance of various BERT-based models presented previ-
ously in Table 2 trained and evaluated on MAC and MYC datasets and configurations. More
specifically, we conducted experiments with the following configurations:

1. BERT-based models trained on MAC80% and evaluated on MAC20% dataset. This model
was trained with two options: (a) training the entire network, and (b) freezing the back-
bone and training only the classifier.

2. BERT-based models were fully trained on MAC80% and evaluated on MYC20% dataset.
3. BERT-based models were fully trained on MYC80% and evaluated on MYC20% dataset.

Accuracy Precision Recall F1-score
Experiment 1.a.

bert-base-multilingual-cased
0.857 0.821 0.824 0.822

bert-base-arabic
0.888 0.868 0.861 0.864

darijabert-arabizi
0.872 0.844 0.834 0.838

DarijaBERT
0.90 0.881 0.873 0.877

bert-base-arabertv2
0.896 0.870 0.874 0.872

Experiment 1.b.
bert-base-multilingual-cased

0.602 0.389 0.396 0.353
bert-base-arabic

0.661 0.647 0.503 0.520
darijabert-arabizi

0.662 0.607 0.529 0.545
DarijaBERT

0.694 0.646 0.579 0.598
bert-base-arabertv2

0.687 0.639 0.578 0.596

Table 10: Fully trained and frozen backbone BERT-based models on MAC80% and evaluated on
MAC20%.

The performance metrics of the BERT-based models trained and evaluated on the MAC dataset,
as shown in Table 10, highlight significant differences between models trained with fully un-
frozen networks and those with frozen backbones. When the entire network is trained, mod-
els such as DarijaBERT and bert-base-arabertv2 demonstrate superior performance,
with DarijaBERT achieving the highest accuracy of 0.90, precision of 0.881, and F1-score
of 0.877. This indicates a robust capability to capture the nuances of the MAC dataset. Con-
versely, models trained with frozen backbones exhibit notably lower performance, with the
bert-base-multilingual-cased model showing the lowest accuracy (0.602) and F1-
score (0.353).

To further evaluate the generalization capabilities of our BERT-based models, we conducted ex-
periments where the models were fully trained on MAC80% and evaluated on MYC20% dataset.
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This approach allows us to assess how well the models, trained on Twitter data (MAC), perform
when applied to a different source, namely YouTube comments (MYC), thereby testing their
robustness and adaptability across diverse text sources.

Table 11 presents the results of the BERT-based models that were fully trained on MAC80%

and evaluated on the MYC20% dataset to assess their cross-domain performance. The ac-
curacy ranges from 0.560 to 0.619, with DarijaBERT achieving the highest accuracy and
F1-score, indicating its superior generalization capability. bert-base-arabic shows the
highest precision, suggesting effectiveness in predicting positive instances, though it, like other
models, struggles with recall. The observed drop in performance across models underscores
the challenges of transferring knowledge between datasets from different platforms (Twitter
vs. YouTube), highlighting the need for further fine-tuning and more diverse training data to
enhance cross-platform generalization.

The evaluation of the BERT-based models when fully trained and evaluated on the same dataset
(MYC) showed better performance. We used the MYC80% subset for training and MYC20%

subset for evaluation. As can be seen in Table 12, the accuracy, precision, recall, and F1-score
are notably higher compared to the cross-dataset evaluation, indicating that the models perform
better when trained and evaluated within the same context. darijabert-arabizi achieved
the highest performance with an accuracy and F1-score of 0.856, suggesting its strong capability
in handling the nuances of the MYC dataset. These findings emphasize the importance of
dataset domain alignment in training and evaluating machine learning models.

Accuracy Precision Recall F1-score
Experiment 2.

bert-base-multilingual-cased
0.560 0.594 0.576 0.544

bert-base-arabic
0.581 0.657 0.602 0.550

darijabert-arabizi
0.583 0.624 0.599 0.567

DarijaBERT
0.619 0.681 0.637 0.601

bert-base-arabertv2
0.600 0.639 0.615 0.587

Table 11: Evaluation metrics of fully trained BERT-based models on MAC80% and evaluated on
MYC20%.

4.3 FastText as Text Representation

We have also trained FastText-based model on the same training sets as in the previous exper-
iments, using the text representation (embeddings) this time for the classifier as discussed in
Section 3.3. Table 13 shows the evaluation results obtained on MAC20% and MYC20% which
demonstrate notable differences between the performance between the two models.

4.4 Traditional ML Classifiers

To compare the effectiveness of traditional machine learning methods against the previously
discussed BERT-based models, GPT-4 and FastText embeddings, we conducted experiments
with the same settings for training and evaluation. Figure 14 shows the first 3 best models for
each experiment.

Journal of Data Mining and Digital Humanities
ISSN 2416-5999, an open-access journal

10 http://jdmdh.episciences.org

http://jdmdh.episciences.org


Accuracy Precision Recall F1-score
Experiment 3.

bert-base-multilingual-cased
0.832 0.831 0.832 0.831

bert-base-arabic
0.831 0.831 0.833 0.830

darijabert-arabizi
0.856 0.856 0.856 0.856

DarijaBERT
0.850 0.849 0.851 0.850

bert-base-arabertv2
0.837 0.840 0.841 0.837

Table 12: Evaluation metrics of fully trained BERT-based models on MYC80% evaluated on MYC20%.

Accuracy Precision Recall F1-score
Trained on MAC80%, evaluated on MAC20%

0.837 0.790 0.814 0.801
Trained on MYC80%, evaluated on MYC20%

0.790 0.525 0.526 0.528

Table 13: Classifier with FastText embeddings.

The low recall values in MYC dataset indicate that the traditional classifiers have difficulty in
identifying all instances of the positive class. In other words, they tend to miss a significant
number of positive samples. Potential reasons for the low recall could include differences in
data distribution, domain-specific characteristics, or noise introduced during data collection.
Additionally, the language or dialectal variations present in MYC data, distinct from those in
MAC, might pose challenges for classifiers in accurately identifying positive instances.

Prior work by Jbel et al. [2023] laid the groundwork for sentiment analysis on the MYC dataset
by creating the dataset and evaluating a range of traditional and neural network models. They
reported that the best performance was achieved with CNN model with an accuracy of 92.4.
However, there are two main issues with this work. First, the pre-processed version of the
dataset shared does not reflect the pre-processing steps they mentioned in their work. Sec-
ond, the configuration of the training and the data size used for training and evaluation are not
specified. Accordingly, it is difficult to fairly compare our results with theirs.

V CONCLUSION AND FUTURE WORK

This work examined sentiment analysis on MAC and MYC datasets. We gained insights into
the performance of different models and architectures in capturing sentiment nuances present
in MA in different contexts and in both Arabic and Latin script. Although fine-tuned models
performed well, the results obtained with ChatGPT show the latter’s great potential for SA. The
results have also shown that the performance of all these models on MA is less than that on
MSA. This difference in performance can be attributed to several factors, such as language uni-
formity, and consistency in MSA grammar and vocabulary, which makes it easier for models
to learn and predict accurately. On the other hand, MA varies across regions. Lack of stan-
dardization of MA makes it challenging for models to perform consistently. Additionally, the
availability of data influence model performance. Models, such as GPT-4 are trained on large
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Accuracy Precision Recall F1-score
On MAC

Naive Bayes
0.7239 0.8092 0.7239 0.6868

Quadratic Discriminant Analysis
0.7238 0.8091 0.7238 0.6867

SVM - Linear Kernel
0.7200 0.8033 0.7200 0.6806

On MYC
Extreme Gradient Boosting

0.5658 0.9412 0.0658 0.1228
Decision Tree Classifier

0.5650 0.9538 0.0631 0.1183
SVM - Linear Kernel

0.5650 0.9538 0.0631 0.1183

Table 14: Traditional classifiers performance.

corpora that include a substantial amount of MSA texts, given its prevalence in written and
formal contexts.

Future work requires the creation of large MA datasets and the development of new strategies
to deal with the inconsistency in the MA data. Another research direction would be to lever-
age the complementary nature of FastText and BERT embeddings by employing an attention
mechanism to combine them effectively. By integrating the context-aware representations from
BERT with the morphological and semantic information captured by FastText embeddings.
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A APPENDIX

1.1 GPT-4 model evalution on MAC

Figure 3: Confusion Matrices for GPT-4-Turbo model evaluation on MAC across differnt
classes(negative, neutral and positive).
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1.2 GPT-4 model evalution on MYC

Figure 4: Confusion Matrices for GPT-4-Turbo model evaluation on MYC
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