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Abstract

Different writing systems have been (historically and contemporarily) used to write out the same language.
This is typically done by substituting letters (or symbols, in the case of non-alphanumeric systems).
However, depending on the language and the involved writing systems, the process may not be purely
deterministic. Quoting Becker and Becker [2000]

even such basic acts as transliteration involve interpretation— to the extent that there is

meaning in the medium itself

In transliteration itself there is exuberance (that is, meaning is added) and deficiency

(meaning is lost).

This gives significance to the problem of Machine Translation in the intersection of Digital Humanities

and Natural Language Understanding.

Transformer-based models achieved success modeling human languages. However, many of them have
the limitation of handling an input of maximum length of 512 tokens. To reuse a pre-trained model with
this limitation for downstream tasks (e.g., Machine Transliteration) on input of sequences longer than
512 tokens, we propose a method to segment the input into interleaving (not mutually exclusive) pieces,
invoke the model in a piecewise manner and construct the result. To consolidate the result, we propose a
method to detect and correct potential (duplication and elimination) errors that reduces Word Error Rate
from 0.0985 to 0.0.
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I INTRODUCTION

Transliteration is the process of mapping a source script (a given language expressed in a

grapheme) to a target one (the same language expressed in a different grapheme). A language
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is different from a writing system. A language is a form a communication that is defined by
verbal words (vocabulary) and rules to properly build sentences (grammar). On the other hand, a
writing system is a system to express a language in writing. This system has symbols to type up
sounds and verbal words (script) and rules to type up bigger units properly (orthography). Since
transliteration is the process to map from one writing system to another (both exist to express the
same language), that makes it different from translation. Some examples of languages that use

different writing systems:

» Sanskrit-based language + Arabic-based writing system — Urdu
* Turkish-based language + Arabic-based writing system — Ottoman Turkish

Arabic-based language + Hebrew-based writing system — Judaeo-Arabic

* German-based language + Hebrew-based writing system — Yiddish

Spanish-based language + Hebrew-based writing system — Ladino

Machine Transliteration is the NLP task of automatically transliterating documents using a
computer model/system. A rule-based solution may be good enough if the chances of ambiguity
are small. If the target script has a higher number of characters and combinations, that increases
the chances of ambiguity and makes the task more challenging. To machine-transliterate long
texts using a model that is trained based on BERT (Devlin [2018], which has length limit of
512 tokens), we propose a three-stage approach. First, slice the input text using three adjacent
sliding windows: leading context, core, and trailing context. Second, transliterate the generated
pieces (complying with the maximum length limit, i.e., < 512 tokens). Finally, construct the
long text in the domain of the target grapheme. To consolidate the result, we investigate various
techniques to detect and correct potential duplication and elimination errors in the stitching

process to construct the output.

The Cairo Geniza is a cache of written material in the Ben Ezra synagogue in Cairo, Egypt. The
room housed documents dating back to the 10" century. The Jewish community of that era did
not throw out any written material. The Princeton Geniza Project studies documentary material
(e.g., letters, legal deeds, lists, accounts, state documents) dating back to the 10t through 12t
centuries. In addition to the Jewish community in medieval (Fatimid) Egypt, the documents give

us details about how the society functioned under the Fatimid rule.

Many of the documents are written in Judaeo-Arabic which is Arabic expressed in Hebrew letters.
To recover the Arabic communication, the digitized Judaeo-Arabic needs to be transliterated.
However, this transliteration direction is more challenging than Arabic to Judaeo-Arabic. Since
Hebrew script has only 22 letters while Arabic has 26, some letters would have to do double duty.
That is one of the reasons why recovering Arabic from Judaeo-Arabic is too challenging to be

done with acceptable accuracy using a rule-based approach.

As a consequence of the scarcity of parallel data in digitized format, the number of machine-

learning models trained on it is scarce too. Since we don’t have the parallel data, we work with a
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model that is trained on off of BERT on parallel data. Although the more recent Transformer
models have much larger context windows, tried on the less computationally-demanding BERT,
the proposed method would generalize to larger documents with larger models. We release the

code ! on GitHub as open source.

I RELATED WORK

Transformer-based models have achieved success in modeling human languages. However, the
O(n?) of the attention step and positional embedding impose an upper limit of 512 tokens on
input text. Recent works attempt to address this limitation by modifying the O(n?) attention
into a less computationally demanding one: local (e.g., Beltagy et al. [2020]), hierarchical (e.g.,
Yang et al. [2016]), sparse (e.g., Child et al. [2019]), approximate (e.g., Wang et al. [2020]), and
[0-aware (e.g., Dao et al. [2022]) attention. Another direction addresses the memory to allow
for the high computational demand (e.g., Dai [2019]). A third line of research is manipulating
the context/text itself to comply with the limitation combined with a workaround to process
long texts: selection (e.g., Ding et al. [2020]), aggregation (Izacard and Grave [2020]) and
compression (e.g., Wingate et al. [2022]). One of the advantages to the context/text manipulation
technique is the ability to work with model architectures that have the 512-tokens limitation
since it does not require modifying the transformer architecture; this is the category wherein our

contribution lies.
III METHOD

3.1 Dataset

Princeton University’s Geniza collection” has 2910 documents with Judaeo-Arabic transcribed
but without the corresponding Arabic transliteration. Only 9% of these have lengths of less than
512 characters. The lengths of 10% of them range from 500 to 1000 characters. The lengths
of 7% ranges from 1000 to 1500 characters. The full histogram of character lengths is shown
in Figure 1. To pre-process it, we used the document id (PGP ID) to select the contents of the
untranslated documents, then we save the result in an <id_text> format. We exclude documents

that are fewer than five characters in length.

3.2 Models

Rom and Bar [2024] pre-trained a BERT model (Devlin [2018]) on the Arabic and Hebrew
portions of the OSCAR dataset (Sudrez et al. [2020]). The goal was to build a bilingual (Hebrew-
Arabic) model. Although the goal was not to transliterate Judaco-Arabic, they mapped the Arabic
OSCAR dataset into Judaeo-Arabic for the two languages to be represented in the same writing

system (Hebrew script). That motivated Mitelman et al. [2024] to build on top of it. However,

"https://github.com/princetongenizalab/pgp_transliteration/tree/develop
Zhttps://github.com/Princeton-CDH/test-geniza-metadatad

Journal of Data Mining and Digital Humanities 3 http://jdmdh.episciences.org
ISSN 2416-5999, an open-access journal


https://github.com/princetongenizalab/pgp_transliteration/tree/develop
https://github.com/Princeton-CDH/test-geniza-metadatad
http://jdmdh.episciences.org

800 -

700 -

600 A

500 -

400

Documents’ count

300 -

200 A

100 A

T f T
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000 6500 7000 7500

Documents' lengths (# characters)

Figure 1: Histogram of document transcription lengths of the Geniza collection’s untranslated documents,
the vast majority of which have lengths greater than 512 characters.

the goal of the latter work was to transliterate from Judaeo-Arabic to Arabic. Since it is built on
top of BERT, that implies it has the inherent limitation of supporting sequences of at most 512

tokens in length.

3.3 Context usage vs overhead

A straightforward approach to segmenting a long (i.e., > 512 tokens) source script is to di-
vide it into non-interleaving pieces of 512 tokens, transliterate each one, and then stitch them
back together. However, this approach implies 0% context sharing across successive model

invocations.

A 100% context sharing approach implies invoking the model once on all the text without
division. This is not possible for long texts since the model used has the inherent 512-token
limitation. Instead of the 0% context sharing approach, we implement a solution that represents a
compromise between the 0% and 100%: as shown in Figure 2, we further divide the 512-window
into three sub-windows: leading context (100 tokens), core (300 tokens, highlighted in green)
and trailing context (100 tokens), transliterate the whole 500 tokens window but consider only
the core (300 tokens) sub-window when reconstructing the target long document. To stitch
together the short core windows to construct the full (long) target script text, we need to locate
those core windows in the transliterated pieces of 512-tokens. By stripping off the leading and
trailing contexts from each generated 512-token unit and concatenating the middle 300-token
core windows, the target script is constructed. This implies more invocations to the model to

span the long text since the core sub-window of 300 tokens is shorter than the 512 token limit.
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Figure 2: Input segmentation and output construction of long sequences. Only the core (green highlighted)
text on the left side of the figure is considered when reconstructing the output.

This approach results in (200/512)*(100) = 39% context sharing.
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IV ERROR ANALYSIS

Possible errors in the process of constructing the output are duplication and elimination. Ap-
pendix A lists examples of these errors while this section details why they happen and presents

an approach to automate the detection and correction.

To invoke a model with a 512-token limit, we must pre-process the text (remove stop words and
punctuation, tokenize, stem, and lemmatize). As shown in Figure 3, the borders set during the

segmentation of the three sub-windows on the source (before) script may not align correctly

3The robot icon is public domain. Designed by Hilmy Abiyyu A.
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with those on the target (after) script. Depending on those borders to strip the leading and
trailing context from each single invocation-output and stitch back the core ones would result in
duplication and/or elimination since the borders now differ slightly due to text pre-processing.

However, if the text is non-repetitive, those errors can be detected.

When running the model on the data in question and applying the stitching techniques to
reconstruct the long sequence in the target script domain, 48419 words were duplicated and
10693 were dropped, resulting in 0.0985 Word Error Rate.

Leading context Core Trailing context
] 1 We need to buy more groceries
2 to buy more groceries before dinner to buy more groceries
3 to buy more groceries | before dinner to buy buy more groceries %
4 to buy more _ groceries before dinner to buy groceries 3

Table 1: Three test-cases of merging two outputs of successive invocations of the machine transliteration
model (the basic operation to construct the long output). Different columns represent different pieces of
text that were cut off by static borders. Row 1 represents the result of the first invocation. Rows 2 through
4 represent different cases of the second invocation (row 2: no error, row 3: duplicated-text error and row
4: missing-text error). Recall: to construct the output, the core window (middle column) from the first
invocation is concatenated with that of the second invocation.

As illustrated by the red circles in Figure 3, the misalignment of barriers between input and
output sequences is the root cause of duplications and missing transliteration errors. To recover
the long-sequence output, relevant pieces of text (core windows) need to be extracted from
successive text pieces outputted from the model, and then merged together. However, a given
piece is not mutually exclusive from the next one (recall that there is interleaving text to increase
context sharing between successive model invocations). Given an invocation-output text piece,
the decision where to set the border on the following (model invocation) piece is the one that

may introduce duplication or dropping of text.

Table 1 illustrates three cases: no error, duplication, and elimination errors in its last three
rows, respectively. The goal is to recover the long sequence (i.e., to buy more groceries) as
would be the case in row 2. Row 3 illustrates the result when the border is set earlier than it
should (duplication) while row 3 shows the result when it is set later than it should (elimination).
Finding the repetition between row 1’s and row 3’s middle cells, the duplicated-text error (too
early border) can be spotted (and removed, i.e., corrected). Finding the repetition between row
1’s trailing context and row 4’s leading context, the missing-text error (too late border) can be
spotted (and re-inserted, i.e., corrected). This can be done by incrementally listing substrings,
reversing, finding the intersection, and making sure it is greater than a certain threshold. The

pseudo-code 2 (and 1) illustrate further.

The illustrated methods to detect and correct errors successfully reduce the Word Error Rate to

zero. However, this method assumes that the text does not contain any repetition. If it does, this
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Algorithm 1: list_substrings

Input: A uni-code string in_str

Output: A list of uni-code strings out_[st

n « length(in_str);

out_lst + [];

fori =0to (n—1)do
crt_substring < slice(in_str,0,i 4+ 1);
append(out_lst, crt_substring)

end

A i AW N =

method will not work as accurately in error detection. We leave alternative approaches to error

detection and correction for future work.

V  CONCLUSION AND FUTURE WORK

The proposed method successfully transliterates long sequences with controllable sliding win-
dows and with a low error rate. Furthermore, the ability to control the size of the context and
core windows allows us to compromise between the accuracy of the model (context sharing)
and the computational expense (number of model invocations). To transliterate long sequences
more effectively, future work includes enabling additional ways to support long sequences (e.g.,
starting off the training process on a more suitable architecture), investigating safer, more secure,
and efficient ways to deploy the model to allow for minimum delay inference (towards real-time
transliteration), and alternative ways to detect and correct errors assuming the text may have

inherent repetitions.
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A  OUTPUT CONSTRUCTION ERRORS

The appendix shows two documents. In each of them, the machine-transliterated Arabic content is shown before
and after error handling. There are two kinds of errors: duplicated text is shown in bold with a bar above in the
be fore version (constructed) while the eliminated text is shown shown with the same format, but in the a fter

version (constructed and corrected).

1.1 Document 451

A letter* from Marduk bin Musa (Alexandria) to Nahray bin Nissim (Fustat). The transliterated Arabic had three

errors (two duplications and one elimination).

“https://geniza.princeton.edu/en/documents/451/
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1.2 Document 4011

A court order’ listing items to be returned to the divorced.

Shttps://geniza.princeton.edu/en/documents/4011/
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1.2.2  Constructed and corrected
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