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Abstract

This paper investigates semantic similarity and intertextuality in selected texts from the Vedic Sanskrit
corpus, in particular in the Maitrayani Samhita (MS; Amano, 2009) and Kathaka Sambhita (KS). Three
calculation methods are used: Word2Vec for word embeddings, the package stylo for stylometric
analysis and TRACER for text reuse detection. By comparing different sections of text with different
granularity, similarity patterns and structural matches are uncovered that provide information about text
relationships and chronology. Word embeddings capture semantic similarities, while stylometric analysis
uncovers clusters that distinguish the texts from one another. TRACER identifies parallel passages that
indicate likely instances of text reuse. Our multi-method analysis confirms previous philological studies
and suggests that MS.1.9 is consistent with later redactional layers, similar to MS.1.7. The results em-
phasize the potential of computational methods in the study of ancient Sanskrit literature to complement
traditional approaches and emphasize that intertextual parallels can be better identified with smaller data
sets. These approaches extend the methodological boundaries of Indology and point to new research
avenues for analyzing ancient texts. !

Keywords

Vedic; stylometry; word embedding; text reuse detection; sandhi; similarity measurement

I INTRODUCTION

The study of Vedic Sanskrit literature preserves invaluable cultural and historical information
from ancient India. However, these texts show distinct challenges due to their linguistic com-
plexity and modes of composition/transmission. Recently, computational methods have offered
promising new opportunities for studying such texts on a large scale.

In this work, we focus on the Maitrayant Samhita (MS) and the Kathaka Samhita (KS), which
are traditionally dated to about 900-700 BCE and comprise the oldest prose portions of Sanskrit
texts. While previous philological studies have already identified parallels between specific
sections of these texts, as early as Schroeder [1881-1886], the specific degree and patterns of

I'This paper is a revised and extended version of the following paper:
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similarity in different chapters have been less systematically studied. In particular, older layers
often show fewer word-level correspondences; later sections show strong lexical convergences,
and editorial syncretism.

Although comprehensive research on the entire MS and KS must wait due to insufficient data,
within the range for which data are available, we investigate whether MS.1.9-KS.9.11 dis-
plays a degree of intertextual synergy that allows us to determine its genesis, similar to “late-
phase” pairs such as MS.1.7-KS.9.1, or whether it is closer to “early-phase” pairs such as
MS.1.6-KS.8. While previous studies have not analyzed the similarity of MS.1.9-KS.9.11, our
comparative analysis may newly reveal their degree of similarity and allow us to estimate their
relative chronology. We use three different computational approaches:

* Word embeddings (Word2Vec) for semantic similarity

» Stylometric analysis using the st ylo package

* Text reuse detection using TRACER
By comparing these approaches, we get a more comprehensive view of textual relationships and
can determine whether MS.1.9 is more consistent with later editorial layers or if it corresponds
to an earlier layer. In addition, we investigate how block sizes (20 vs. 100 or 200 lemmas) affect
similarity detection and text reuse.

II HISTORICAL AND PHILOLOGICAL FOUNDATIONS

2.1 Early Indological Efforts and the Emergence of Layered Textual Models

In the 19th and 20th centuries, studies of the Vedas examined the relationships between different
Vedic texts and proposed relative chronologies. However, while in the case of the Rigveda
differences in the editorial layers within individual texts were recognized, this perspective was
rarely applied to other Vedic texts.

Amano’s 2014—2015 research was the first to establish that multiple linguistic layers with dif-
ferent characteristics exist within the MS [Amano, 2014-2015]. Furthermore, it was shown that
the relationship between the MS and its parallel text, the KS, has evolved, with these changes
reflected in the varying degrees of similarity between the two texts. Although quantitative meth-
ods were used in this study, no computational tools were used, so digital approaches allow for
more precise similarity calculations and more comprehensive analyses.

2.2 Transition to Digital Corpora and Lexical Databases

The digitization of Sanskrit materials and the creation of lexical databases have revolutionized
Indological research. Tools such as the Digital Corpus of Sanskrit (DCS) and neural morpholog-
ical analyzers [Hellwig et al., 2020] have enabled large-scale comparisons that were unthinkable
in a strictly manual environment. Particularly for Vedic Sanskrit, morphological complexity and
sandhi phenomena pose significant challenges, but new NLP models and machine-readable cor-
pora support robust text comparisons.

Recent computational philology efforts have provided stylometric frameworks and text reuse
detection that help confirm or challenge earlier philological hypotheses. Our study builds upon
such infrastructure, using cleaned, un-sandhied, and lemmatized corpora to ensure consistent
textual segmentation.
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2.3 Related Computational Work

For Sanskrit NLP development, Hellwig and Nehrdich [2018] created a Vedic treebank, while
Hellwig et al. [2023] introduced a dependency parser for Rgvedic Sanskrit. Krishna et al. [2019]
demonstrated deep-learning-based analysis for Sanskrit poetic style. For stylometry in classi-
cal literature, Stover et al. [2016] successfully attributed a classical text to Apuleius using the
stylo package [Eder et al., 2016].

Text reuse detection in ancient languages has seen significant development via TRACER [Biichler,
2013, Biichler et al., 2018], which has been applied to Greek [Biichler et al., 2010], Latin
[Franzini et al., 2018], Coptic [Miyagawa, 2021, Miyagawa et al., 2018, Miyagawa, 2022], Ti-
betan [Almogi et al., 2019], and others. Given Sanskrit’s morphological complexity, TRACER
is adaptable through custom lemma and synonym files, making it a promising tool for exploring
parallels in Vedic literature.

III'  CORPUS SELECTION RATIONALE AND PREPROCESSING

The texts selected for this study come from carefully chosen MS and KS segments. Each of the
seven segments examined contains unique thematic and ritual content, allowing us to explore
varying degrees of editorial overlap and synergy. Segments such as MS.1.1 (1145 words?)
address new and full-moon sacrifice formulas, while MS.1.6 (3816 words) and MS.1.7 (819
words) focuses on establishing and reestablishing sacred fires, respectively. These latter two
segments are particularly relevant for comparison with parallel sections in KS, namely KS.8
(3519 words) and KS.9.1 (818 words). Additionally, MS.1.9 (1627 words) and KS.9.11 (1721
words) comprise overlapping materials concerning secret spells, although the extent of their
parallels remains relatively underexplored.

e MS.1.1 (1145 words): Contains new and full moon sacrifice formulas

* MS.1.6 (3816 words): Explanation of establishing sacred fires (old editorial phase; par-
allel is KS.8)

MS.1.7 (819 words): Explanation of reestablishing sacred fires (later editorial phase;
parallel is KS.9.1)

MS.1.9 (1627 words): Explanation of secret spells (parallel is KS.9.11)

KS.8 (3519 words): parallels MS.1.6

KS.9.1 (818 words): parallels MS.1.7

KS.9.11 (1721 words): parallels MS.1.9

By selecting these segments, our corpus highlights the older and younger strata within MS and
KS. For instance, MS.1.1 is markedly different from MS.1.6 or MS.1.7 regarding philological
features and ritual focus, so we anticipate minimal similarity in editorial style and content. In
contrast, MS.1.6 and MS.1.7 share content regarding sacred fires and thus may exhibit higher
similarity scores than MS.1.1 vs. MS.1.6. Parallel segments across MS and KS are expected
to show somewhat high similarity. KS.8 parallels MS.1.6, and KS.9.1 parallels MS.1.7. These
two pairs present different aspects. That is, the former was established in an earlier period,
while the latter was formed through borrowing between the two in the later stages of editing.
The relatively unexamined pairing MS.1.9 vs. KS.9.11 invites an open question: does their
relationship resemble older parallels (less similarity) or align more with late-phase synergy
(more significant similarity)?

To organize our inquiry, we focus on five main cross-comparisons: (1) MS.1.1 vs. MS.1.6, (2)

2A compound consisting of two words was not considered as one word but as two words.
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MS.1.6 vs. MS.1.7, (3) MS.1.6 vs. KS.8, (4) MS.1.7 vs. KS.9.1, and (§) MS.1.9 vs. KS.9.11.
These targeted comparisons offer a structured approach for examining the degree of textual
reuse, editorial consistency, and semantic coherence across passages that vary in ritual function
and presumed chronological layering. Furthermore, this multi-textual framework is designed to
elucidate whether certain textual resemblances stem from genuine borrowing, or shared under-
lying traditions.

Philologically, MS.1.1 differs significantly from MS.1.6 or MS.1.7, so a low similarity is ex-
pected. Conversely, MS.1.6 vs. MS.1.7 share content, so a higher similarity is expected.
Regarding MS-KS comparisons, older pairs like MS.1.6-KS.8 appear less similar, whereas
MS.1.7-KS.9.1 show strong synergy. MS.1.9-KS.9.11 has been relatively unexamined; the
question is whether it patterns with older or later pairs.

All texts undergo a multi-step preprocessing:
1. Un-sandhi: We remove sandhi to ensure reliable word segmentation (cf. Hellwig et al.
2020).
2. Lemmatization: Each word is mapped to its canonical root form.
3. Chunking: We create segments at the section level and fixed-size segments (20, 100, 200
lemmas).
All text data goes through a three-step preprocessing pipeline to ensure consistent comparabil-
ity across all corpora. First, we perform un-sandhi operations, removing external sandhi and
enabling a more standardized word-level segmentation [Hellwig et al., 2020]. This step is cru-
cial in a highly inflectional language like Sanskrit, as sandhi can otherwise blur the boundaries
between words. Second, we apply lemmatization, mapping each token to its canonical root
form. Lemmatization mitigates the effects of morphological variation and allows us to detect
parallel vocabulary even when case endings, verb conjugations, or other morphological features
differ. Third, we apply a chunking strategy that divides each text into thematically oriented
chunks and segments of fixed size (20, 100, and 200 lemmas). Smaller chunks reveal micro-
level parallels—such as short repeated formulas—while larger chunks detect similarities that
are precisely aligned across the entire chunk.

In summary, our corpus selection reflects a conscious effort to capture older and newer edito-
rial layers within Vedic ritual traditions, while our preprocessing steps maximize accuracy and
consistency in textual comparisons. By studying a range of cross-comparisons and segment
sizes, we seek to shed light on the complexity of the Vedic textual transmission and distinguish
between direct borrowing, convergent textual development, and more general shared features
of the ritual tradition.

IV. METHODOLOGICAL FRAMEWORK: THREE PILLARS

4.1 Semantic Embeddings (Word2Vec)

Word2Vec [Mikolov et al., 2013] provides a powerful method for capturing semantic relation-
ships by learning continuous vector representations of words. In this study, we trained the
model on a broad Vedic Sanskrit corpus, carefully excluding MS and KS so that the learned
representations are not biased toward the directly studied texts. This approach aims to establish
a neutral semantic “baseline”: all similarities detected within MS and KS should reflect true
parallels, rather than represent a circular reinforcement of pre-learned vectors from the same
data.

Journal of Data Mining and Digital Humanities 4 http://jdmdh.episciences.org
ISSN 2416-5999, an open-access journal


http://jdmdh.episciences.org

After training, each text block is represented as a “document vector” created by averaging the
embeddings of all words within that block. Cosine similarity measures the degree of overlap
between these vectors and allows one to detect semantic parallels in otherwise distinct text
segments. Smaller block sizes (e.g., 20 lemmas) are useful when looking for short formulaic
parallels, as they help isolate repeated motifs or phrases at a fine-grained level. Larger block
sizes detect similarities when there are similarities across the entire block, i.e., there are strong
structural similarities. In other words, they can obscure micro-level alignments. Balancing
these window sizes allows for a multi-resolution perspective: one can zoom in on short parallel
expressions while detecting longer structural alignments that span multiple lines.

4.2 Stylometry (stylo Package)

Stylometry focuses on the statistical analysis of common words and function words to uncover
underlying writing styles or editorial signatures. It provides a complementary dimension to
semantic embedding by shifting attention away from topical or lexical meaning and towards
habitual linguistic patterns. In this project, we relied on the stylo R package [Eder et al.,
2016] to perform cluster analysis and principal component analysis (PCA). By quantifying the
relative frequency of frequently occurring elements (e.g. pronouns, particles or prepositions),
stylometry can reveal regularities that authors or editors may not consciously control.

With the help of PCA, text segments with similar stylistic features are grouped together in a
multidimensional space defined by these frequently used words. If two passages of MS or KS
exhibit intense proximity in PCA space, it suggests a shared editorial approach or standardized
phraseology.

The combination of stylometry and Word2Vec-based semantics can allow us to distinguish
whether segments are linked primarily on the basis of content (semantic embedding) or form
(stylistic markers). This dual perspective is particularly valuable in ancient textual traditions,
where repeated formulas or standardized language use can reflect conscious editorial decisions
rather than simple duplication of meaning.

4.3 Text Reuse Detection (TRACER)

Text reuse detection methods, as implemented in TRACER [Biichler, 2013, Biichler et al.,
2018], target literal or near literal overlaps, complementing the broader focus of semantic em-
beddings and stylometry. Instead of analyzing general stylistic or semantic fields, TRACER
searches for exact or near-exact word sequences. This approach is particularly well suited to
detecting parallel sentences or entire formulaic lines—a hallmark of Vedic textual traditions,
which often rely on precise repetition for ritual or mnemonic purposes.

Visualizing these matches (see figures 6 and 7) in a grid helps to confirm whether parallel pas-
sages line up in a diagonal pattern, indicating similar sequences or direct textual borrowings.
If the overlaps are dense, this strongly indicates editorial synergy through deliberate borrowing
between MS and KS. In contrast to purely semantic methods, TRACER’s sensitivity to the iden-
tity of literal strings underscores the importance of recognizing literal borrowings. The integra-
tion of TRACER with Word2Vec and stylometry thus provides a multi-pronged methodology:
semantic embeddings capture thematic resonance, stylometry uncovers stylistic congruence,
and text reuse detection flags direct repetitions and formulaic echoes. This tri-fold approach
provides a robust framework for investigating how editorial processes shape complex ancient
corpora.
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V RESULTS

The results of our three-way analysis are shown at Table 1 for semantic embeddings, Figures 1
and 2 for stylometry, and Tables 2 and Figures 6 and 7 for text reuse analysis.

Table 1: Average cosine similarity using Word2Vec

Text Pair Chunk Size

20 100 200
MS.1.1 &+ MS.1.6 0.813 0.899 0.925
MS.1.6 <+ MS.1.7 0.856 0.934 0.959
MS.1.6 <+ KS.8 0.863 0941 0.964
MS.1.7 + KS.9.1 0.860 0.940 0.971
MS.1.9 + KS.9.11 0.844 0.933 0.959
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Figure 1: Cluster analysis of 20-lemma chunks using stylo

5.1 MS.1.1 vs. MS.1.6 and MS.1.6 vs. MS.1.7

We first check whether the methods reflect the known difference between MS.1.1 and MS.1.6
as well as the known similarity between MS.1.6 and MS.1.7. The average Word2Vec similarity
is indeed lower for MS.1.1-MS.1.6 and higher for MS.1.6-MS.1.7. Stylometry places MS.1.1
in a clear cluster, while MS.1.6 and MS.1.7 show partial convergence. TRACER provides no
strong parallels for MS.1.1-MS.1.6, but finds several direct text matches for MS.1.6-MS.1.7.
This consistency confirms that the tools behave as expected.

5.2 MS.1.6 vs. KS.8 and MS.1.7 vs. KS.9.1

Previously, Amano [2014-2015] and Amano [2020] found that MS.1.6-KS.8 (Fig. 3) share
content but show relatively little direct reuse. In contrast, MS.1.7-KS.9.1 (Fig. 4) reflects a
more integrated editing process that has many nearly identical lines. Our computational re-
sults agree: Word2Vec heatmaps show a robust diagonal pattern for MS.1.7-KS.9.1, stylometry
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Figure 2: Cluster analysis of 100-lemma chunks using stylo
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Figure 5: Word2Vec: heatmap and histogram of MS.1.9 «+» KS.9.11 (20 lemma)

groups them together, and TRACER identifies numerous matching segments. MS.1.6-KS.8, on
the other hand, shows fewer direct parallels and lacks a strong diagonal in the visualizations of
text reuse.

Table 2: Number of text reuse candidates detected by TRACER

Text Pair 20-lemma 100-lemma
MS.1.1 <+ MS.1.6 N/A N/A
MS.1.6 <+ MS.1.7 13 3

MS.1.6 <+ KS.8 8 15
MS.1.7+ KS9.1 55 10

MS.1.9 «+ KS.9.11 209 15

VI MS.1.9 VS. KS.9.11: MAIN PUZZLE

The key question is whether MS.1.9 patterns have older or later editorial phases. Our data (Fig.
5) show:

1. Word2Vec Heatmap & Histogram: Diagonal alignment and substantial high-similarity
chunks, similar to MS.1.7-KS.9.1.
2. Stylometry (Cluster/PCA): MS.1.9 clusters more closely with KS.9.11 than MS.1.6
does with KS.8.
3. TRACER: Large numbers of parallel strings, including some long matching phrases
strongly suggest direct textual reuse.
Hence, MS.1.9 mirrors the synergy that characterizes late-phase text pairs. This implies that the
relevant editorial processes likely occurred during a period where authors intended to standard-
ize or unify textual tradition across multiple Sambhitas.

VII DISCUSSIONS

Our findings shed light on an evolving editorial context in which authors increasingly borrowed
and standardized textual material. This phenomenon is thought to have occurred as networks
between communities became more closely connected over time, probably due to the expansion
of routes and pathways in those days.

Despite remarkable methodological advances, our study is subject to inherent limitations. First,

the corpus we analyzed is relatively small, with only seven text segments from the MS and the
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KS. A larger data set would increase our statistical confidence. In order to expand the analysis
data, we need to further advance the lemmatization of the original text. However, automated
resolution of sandhi and lemmatization are not perfect, requiring extensive time for human cor-
rections. Nevertheless, it is expected that this problem will be significantly improved by the new
tool recently introduced by [Nehrdich et al., 2024]. Second, similarity scores may be sensitive
to the choice of parameters—such as the size of Word2Vec windows or TRACER thresholds
for match length—although convergent results from multiple methods increase confidence in
the central results.

Future research would benefit from expanding the corpus and analyzing segments of the Vedic
texts that have not yet been sufficiently studied, and would provide more detailed insights into
editorial processes. Linking computational philology with philological, archaeological, or an-
thropological findings could show how textual changes correlate with historical changes in ritual
practice.

VIII CONCLUSION

By applying Word2Vec embeddings, stylometric analysis, and TRACER-based text reuse de-
tection to selected segments of MS and KS, we confirm that MS.1.9 is closely aligned with later
editorial sections—mirroring the synergy seen in MS.1.7-KS.9.1. This strongly suggests that
MS.1.9 was shaped under similar conditions of editorial homogenization, thereby supporting
the hypothesis of its later-phase composition.

Moreover, we highlight that each method—semantic embeddings, stylometry, and text reuse
detection—offers distinct but complementary insights. The consistent clustering of MS.1.9—
KS.9.11 across approaches provides robust corroboration. Equally important, the “heatmap,”
“histogram,” and “TRACER alignment” visualizations reveal that smaller chunk sizes (e.g., 20
lemmas) can be more sensitive to textual parallels than larger ones.

These results demonstrate the promise of computational methods in the analysis of ancient
texts. Far from replacing philological scholarship, they expand our evidential base and refine the
precision of interpretation. As more and more Vedic texts are digitized and advanced NLP tools
develop, such integrative approaches will reshape our understanding of how these venerable
texts were created, disseminated, and consolidated into the canons we inherit today.

Advancing the digital humanities framework for Vedic studies also requires a robust infras-
tructure. Standardized annotation formats, version-controlled repositories, and curated lexical
databases would ensure reproducibility and encourage scholarly collaboration. Advances in
optical character recognition (OCR) for Sanskrit manuscripts will further expand the availabil-
ity of high-quality digital data. In parallel, community building efforts—such as workshops
training Indologists in NLP and computational linguists in philology—will promote sustainable
growth in this interdisciplinary field.
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Figure 6: Text reuse detection between MS.1.7 and KS.9.1
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Figure 7: Text reuse detection between MS.1.9 and KS.9.11

12

Journal of Data Mining and Digital Humanities
ISSN 2416-5999, an open-access journal

http://jdmdh.episciences.org


http://jdmdh.episciences.org

	Introduction
	Historical and Philological Foundations
	Early Indological Efforts and the Emergence of Layered Textual Models
	Transition to Digital Corpora and Lexical Databases
	Related Computational Work

	Corpus Selection Rationale and Preprocessing
	Methodological Framework: Three Pillars
	Semantic Embeddings (Word2Vec)
	Stylometry (stylo Package)
	Text Reuse Detection (TRACER)

	Results
	MS.1.1 vs. MS.1.6 and MS.1.6 vs. MS.1.7
	MS.1.6 vs. KS.8 and MS.1.7 vs. KS.9.1

	MS.1.9 vs. KS.9.11: Main Puzzle
	Discussions
	Conclusion

